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## A ROOT-FINDING METHOD FOR EIGENPROBLEM

## 1. INTRODUCTION

In this paper we consider the generalized eigenvalue problem:

$$
\begin{equation*}
A x=\lambda M x, \tag{1}
\end{equation*}
$$

where $A$ and $M$ are both real symmetric and one of them, say $M$, is positive definite, and both are banded with bandwidth $k$. We further assume $k \ll n$. The assumptions imply that the eigenvalues are real and an $M$-orthogonal basis of eigenvectors exists.

Eigenvalue problem with such a special structure arises in many applications, such as: numerical solutions of Sturm-Liouville and radial Schrödinger equations [1-3]; and the finite element approximation for free longitudinal vibrations problem of a non-uniform rod [4].

Consider the Sturm-Liouville problem,

$$
-\frac{d}{d x}\left(p(x) \frac{d u}{d x}\right)+q(x) u=\lambda r(x) u .
$$

If the finite difference approximation scheme is used, Equation (1) with $A$ symmetric tridiagonal and $M$ identity is obtained. On the other hand, if the piecewise linear finite element discretization [3] is used, we will achieve Equation (1) with both $A$ and $M$ symmetric tridiagonal and positive definite.

Consider the slightly more general problem [5],

$$
L u+\lambda r(x) u=0, \quad u(a)=u(b)=0,
$$

where $L$ is a differential operator, and $r(x)>0$ and continuous on $[a, b]$. When a more general difference approximation,

$$
L_{h} u_{j}+\lambda M_{h} u_{j}=0, \quad j=1,2, \ldots, J,
$$

is used, where $L_{h} u_{j}$ is an approximation to $L u$ and $M_{h} u_{j}$ is some other difference expression which is an approximation to $r\left(x_{j}\right) u\left(x_{j}\right)$, we will have Equation (1) with both $A$ and $M$ symmetric and banded, and $M$ positive definite.

Let us consider equations of higher order than two, such as:

$$
\begin{equation*}
L_{2 n} u-\lambda L_{2 s} u=0 \tag{2}
\end{equation*}
$$

where $n>s$,

$$
L_{2 n} u=\sum_{k=0}^{n}(-1)^{k} \frac{d^{k}}{d x^{k}}\left(p_{k}(x) \frac{d^{k} u}{d x^{k}}\right),
$$

and

$$
L_{2 s} u=\sum_{k=0}^{s}(-1)^{k} \frac{d^{k}}{d x^{k}}\left(q_{k}(x) \frac{d^{k} u}{d x^{k}}\right) .
$$

If the finite difference method is used to approximate the solution, we will have Equation (1) with both $A$ and $M$ symmetric, banded, and positive definite.

Similarly, use of the finite difference scheme to approximate the solution of the differential equation,

$$
f(D) u=\lambda g(D) u,
$$

where $f(D)$ and $g(D)$ are linear differential operators with $g$ being of lower order than $f$, will result in Equation (1) with both $A$ and $M$ banded, symmetric, and positive definite.

Certain traditional approaches to solve (1) exist. The first approach is to reduce (1) to a standard eigenvalue problem:

$$
\begin{equation*}
L^{-1} A L^{-T}\left(L^{T} x\right)=\lambda\left(L^{T} x\right) \tag{3}
\end{equation*}
$$

where $M=L L^{T}$ is the Cholesky factorization of $M$. Then eigenvalue problem (3) can be solved by many very efficient algorithms, such as the QR algorithm [6, 7], the bisection/multisection algorithms [8], and the homotopy algorithms [9-11]. However, this approach is less attractive because it can not take advantage of the banded form of $A$ and $M$, and a full matrix $L^{-1} A L^{-T}$ is generated in the process. Furthermore, the accuracy of this method also depends on the conditioning of $M$ since the inverse of $L$ is explicitly required.

The second approach, the QZ method [12], disregards the symmetry and the banded structure of the matrices. After a direct phase requiring $O\left(n^{3}\right)$ operations, the algorithm enters an iterative phase requiring $O\left(n^{3}\right)$ operations to simultaneously reduce $A$ and $M$ to triangular-quasi-triangular form. While the cost is quite high, the algorithm is less sensitive to the conditioning of $M$.

In this paper we propose a method that computes all eigenvalues of (1) by finding zeroes of the polynomial equation:

$$
\begin{equation*}
p(\lambda)=\frac{1}{\alpha} \operatorname{det}(A-\lambda M) \tag{4}
\end{equation*}
$$

where $\alpha=(-1)^{n} \operatorname{det}(M)$. Since $M$ is positive definite, $\alpha \neq 0$.
Our method can be divided into two stages: eigenvalue isolation and eigenvalue extraction. The eigenvalue isolation can be done by bisections or multisections of order $n_{p}$, the number of processors.

For given $\mu_{i}$, we compute a tridiagonal matrix $T_{i}$ which is unitarily similar to $\left(A-\mu_{i} M\right)$ by using the Givens transformations.

The usual tridiagonalization process of a matrix obtained from the Householder transformations is less efficient for a banded matrix since the banded structure can not be maintained. It also involves an $O\left(n^{3}\right)$ computations instead of an expected complexity of $O\left(n^{2} k\right)$, where $k$ denotes the bandwidth. Since $\left(A-\mu_{i} M\right)$ is indefinite in general, the usual $L D L^{T}$ decomposition with diagonal matrix $D$ may not exist. For banded matrices, the Givens rotations can successively eliminate the entries in the band. The sequence of rotations is generated when an entry is eliminated it may fill in a new nonzero entry lower down on the side of the band and this new entry must be eliminated by a subsequent rotation.

After $\left(A-\mu_{i} M\right)$ is reduced to a tridiagonal matrix $T_{i}$, the Sturm sequences are computed. As a result, the number of roots of $p(\lambda)$ in (4) which are smaller than $\mu_{i}$ and the number of roots in each subinterval are obtained. The process is recursively applied to every subinterval containing more than one root. This step results in a list of intervals containing single roots. When multiple roots are present, the isolation process continues until the required precision is reached. The eigenvalue isolation process has been discussed in details in [13].

The eigenvalue extraction step uses a root-finding method. In Section 2, we will show that our method, parallel in nature, converges quadratically, and is reliable and efficient.

In Section 3, we shall present our numerical results along with comparisons with other methods. It appears that our algorithm is strongly competitive in terms of speed and accuracy, and leads in speed in almost all the cases.

Modern scientific computing is marked by the advent of vector and parallel computers and the search for algorithms that are to a large extent parallel in nature. A further advantage of our method is that it is to a large degree parallel. It makes the parallel implementation of the method much simpler than the other methods. The numerical results suggest that our algorithm appears to be an excellent candidate for a variety of architectures.

## 2. EIGENVALUE EXTRACTION

Rewrite
as

$$
p(\lambda)=\frac{1}{\alpha} \operatorname{det}(A-\lambda M)
$$

$$
\begin{equation*}
p(\lambda)=\lambda^{n}+a_{1} \lambda^{n-1}+\cdots+a_{n-1} \lambda+a_{n} \tag{5}
\end{equation*}
$$

with zeroes $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$.
After the eigenvalues are isolated, we assume that $\lambda_{i} \in\left(x_{i}^{(0)}, y_{i}^{(0)}\right)$, for $i=1,2, \ldots, n$.
To find zeros of $p(x)$, we propose the following root-finding method:

$$
\begin{align*}
& x_{i}^{(k+1)}=x_{i}^{(k)}-\frac{p\left(x_{i}^{(k)}\right)}{\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \cdots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \cdots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)}  \tag{6}\\
& i=1,2, \ldots, n
\end{align*}
$$

and

$$
\begin{align*}
& y_{i}^{(k+1)}=y_{i}^{(k)}-\frac{p\left(y_{i}^{(k)}\right)}{\left(y_{i}^{(k)}-x_{1}^{(k)}\right) \cdots\left(y_{i}^{(k)}-x_{i-1}^{(k)}\right)\left(y_{i}^{(k)}-y_{i+1}^{(k)}\right) \cdots\left(y_{i}^{(k)}-y_{n}^{(k)}\right)},  \tag{7}\\
& i=1,2, \ldots, n,
\end{align*}
$$

where the numbers $x_{i}^{(k)}$ and $y_{i}^{(k)}, i=1,2, \cdots, n$, are sets of approximations to $n$ zeroes of $p(x)$. The numbers $x_{i}^{(k+1)}$ and $y_{i}^{(k+1)}, i=1,2, \cdots, n$, are sets of better approximations than $x_{i}^{(k)}$, and $y_{i}^{(k)}, i=1,2, \cdots, n$, respectively.

Clearly, (6) and (7) give us a fully parallel method for finding all zeros of $p(x)$, that is, $x_{i}^{(k+1)}$ and $y_{i}^{(k+1)}$, $i=1,2, \cdots, n$ can be computed independently.

Theorem 2.1 Both $\left\{x_{i}^{(k)}\right\}_{k=0}^{\infty}$ and $\left\{y_{i}^{(k)}\right\}_{k=0}^{\infty}$ converge to $\lambda_{i}$ strictly monotonically and quadratically.

Proof. For any $i$,

$$
\begin{aligned}
x_{i}^{(k+1)} & =x_{i}^{(k)}-\frac{p\left(x_{i}^{(k)}\right)}{\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)} \\
& =x_{i}^{(k)}-\frac{\left(x_{i}^{(k)}-\lambda_{1}\right)\left(x_{i}^{(k)}-\lambda_{2}\right) \ldots\left(x_{i}^{(k)}-\lambda_{n}\right)}{\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)} \\
& =x_{i}^{(k)}-\frac{\left(x_{i}^{(k)}-\lambda_{1}\right) \ldots\left(x_{i}^{(k)}-\lambda_{i-1}\right)}{\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)} \frac{\left(x_{i}^{(k)}-\lambda_{i+1}\right) \ldots\left(x_{i}^{(k)}-\lambda_{n}\right)}{\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)} \cdot\left(x_{i}^{(k)}-\lambda_{i}\right) .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \frac{\left(x_{i}^{(k)}-\lambda_{1}\right) \ldots\left(x_{i}^{(k)}-\lambda_{i-1}\right)}{\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)}>0, \\
& \frac{\left(x_{i}^{(k)}-\lambda_{i+1}\right) \ldots\left(x_{i}^{(k)}-\lambda_{n}\right)}{\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)}>0,
\end{aligned}
$$

and

$$
\begin{gathered}
\left(x_{i}^{(k)}-\lambda_{i}\right)<0, \\
x_{i}^{(k+1)}>x_{i}^{(k)}
\end{gathered}
$$

Since

$$
\begin{aligned}
& \frac{\left(x_{i}^{(k)}-\lambda_{1}\right) \ldots\left(x_{i}^{(k)}-\lambda_{i-1}\right)}{\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)}<1, \\
& \frac{\left(x_{i}^{(k)}-\lambda_{i+1}\right) \ldots\left(x_{i}^{(k)}-\lambda_{n}\right)}{\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)}<1,
\end{aligned}
$$

and

$$
\left(x_{i}^{(k)}-\lambda_{i}\right)<0,
$$

therefore,

$$
x_{i}^{(k+1)}<x_{i}^{(k)}-\left(x_{i}^{(k)}-\lambda_{i}\right)=\lambda_{i} .
$$

Since $x_{i}^{(k)}<x_{i}^{(k+1)}<\lambda_{i}$ for $k=0,1,2, \ldots, x_{i}^{(k)}$ converges.
Since

$$
x_{i}^{(k+1)}=x_{i}^{(k)}-\frac{p\left(x_{i}^{(k)}\right)}{\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \cdots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \cdots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)},
$$

$x_{i}^{(k)}$ must converge to $\lambda_{i}$.
Let

$$
\varepsilon=\max _{1 \leq j \leq n}\left\{\lambda_{j}-x_{j}^{(k)}, y_{j}^{(k)}-\lambda_{j}\right\}
$$

Then for any $i$,

$$
\begin{aligned}
\left|x_{i}^{(k+1)}-\lambda_{i}\right| & =\left|\left(x_{i}^{(k)}-\lambda_{i}\right)-\frac{\left(x_{i}^{(k)}-\lambda_{1}\right)\left(x_{i}^{(k)}-\lambda_{2}\right) \ldots\left(x_{i}^{(k)}-\lambda_{n}\right)}{\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \ldots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)}\right| \\
& =\left|\left(x_{i}^{(k)}-\lambda_{i}\right)-\prod_{j=1}^{i-1} \frac{x_{i}^{(k)}-\lambda_{j}}{x_{i}^{(k)}-x_{j}^{(k)}} \prod_{j=i+1}^{n} \frac{x_{i}^{(k)}-\lambda_{j}}{x_{i}^{(k)}-y_{j}^{(k)}} \cdot\left(x_{i}^{(k)}-\lambda_{i}\right)\right| \\
& =\left|\left(x_{i}^{(k)}-\lambda_{i}\right)-\prod_{j=1}^{i-1}\left(1+\frac{x_{j}^{(k)}-\lambda_{j}}{x_{i}^{(k)}-x_{j}^{(k)}}\right) \prod_{j=i+1}^{n}\left(1+\frac{x_{j}^{(k)}-\lambda_{j}}{x_{i}^{(k)}-y_{j}^{(k)}}\right) \cdot\left(x_{i}^{(k)}-\lambda_{i}\right)\right| \\
& =\left|\left(x_{i}^{(k)}-\lambda_{i}\right)\right|\left|\sum_{j=1}^{i-1} \frac{x_{j}^{(k)}-\lambda_{j}}{x_{i}^{(k)}-x_{j}^{(k)}}+\sum_{j=i+1}^{n} \frac{x_{j}^{(k)}-\lambda_{j}}{x_{i}^{(k)}-y_{j}^{(k)}}+O\left(\varepsilon^{2}\right)\right| \\
& \leq\left|x_{i}^{(k)}-\lambda_{i}\right|\left|\varepsilon \cdot\left(\sum_{j=1}^{i-1} \frac{1}{x_{i}^{(k)}-x_{j}^{(k)}}+\sum_{j=i+1}^{n} \frac{1}{y_{j}^{(k)}-x_{i}^{(k)}}\right)+O\left(\varepsilon^{2}\right)\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq \varepsilon\left(\varepsilon\left(\sum_{j=1}^{i-2} \frac{1}{\lambda_{i-1}-\lambda_{j}}+\frac{1}{x_{i}-\lambda_{i-1}}+\sum_{j=i+1}^{n} \frac{1}{\lambda_{j}-\lambda_{i}}\right)+O\left(\varepsilon^{2}\right)\right) \\
& \leq \varepsilon^{2}\left(\sum_{j=1}^{i-2} \frac{1}{\lambda_{i-1}-\lambda_{j}}+\frac{1}{\lambda_{i}-\lambda_{i-1}-\varepsilon}+\sum_{j=i+1}^{n} \frac{1}{\lambda_{j}-\lambda_{i}}\right)+O\left(\varepsilon^{3}\right) \\
& \leq c \varepsilon^{2} .
\end{aligned}
$$

Similarly, we can show that $y_{i}^{(k)}$ converges to $\lambda_{i}$ monotonically and quadratically.
To compute $p\left(\mu_{i}\right)$, where $\mu_{i}$ equals either $x_{i}^{(k)}$ or $y_{i}^{(k)}$, the same technique we used to isolate eigenvalues may be used. That is, we first reduce $\left(A-\mu_{i} M\right)$ to a tridiagonal matrix, then compute the Sturm sequences. The complexity of the reduction is of $O\left(n^{2} k\right)$, where $k$ is the bandwidth. However, in this way, both the value of $p\left(\mu_{i}\right)$ and the number of eigenvalues which are less than $\mu_{i}$ are computed. Since all eigenvalues are isolated, only the value of $p\left(\mu_{i}\right)$ is needed. To evaluate $p\left(\mu_{i}\right)$, we may first compute the QR decomposition of $A-\mu_{i} M$. This can be done by the Givens transformations. Namely, compute orthogonal matrices $Q_{1}, Q_{2}, \ldots, Q_{s}$, where $s=n k-\left(k^{2}-k\right) / 2$, the number of elements under the diagonal, by the Givens transformations such that:

$$
Q_{s} \cdots Q_{1}\left(A-\mu_{i} M\right)=R
$$

where $R$ is an upper triangular matrix. Assume the diagonal elements of $R$ are $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$, then:

$$
\begin{equation*}
p\left(\mu_{i}\right)=\operatorname{det}\left(A-\mu_{i} M\right) / \alpha=\frac{1}{\alpha} \prod_{i=1}^{n} \xi_{i} \tag{8}
\end{equation*}
$$

The complexity of the decomposition is only $O\left(n k^{2}\right)$.
From (8), (6) can be rewritten as:

$$
\begin{align*}
x_{i}^{(k+1)} & =x_{i}^{(k)}-\frac{\prod_{j=1}^{n} \xi_{j}}{\alpha\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \cdots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \cdots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)} \\
& =x_{i}^{(k)}-\frac{\prod_{i} \prod_{\substack{j=1 \\
j \neq i}}^{n} \xi_{j}}{\alpha\left(x_{i}^{(k)}-x_{1}^{(k)}\right) \cdots\left(x_{i}^{(k)}-x_{i-1}^{(k)}\right)\left(x_{i}^{(k)}-y_{i+1}^{(k)}\right) \cdots\left(x_{i}^{(k)}-y_{n}^{(k)}\right)} \\
& =x_{i}^{(k)}-\frac{\xi_{i}}{\alpha} \prod_{\substack{j=1 \\
j \neq i}}^{n} \frac{\xi_{j}}{\eta_{i j}} \\
i & =1,2, \cdots, n,
\end{align*}
$$

where $\eta_{i j}=x_{i}^{(k)}-x_{j}^{(k)}$, if $j<i$ and $\eta_{i j}=x_{i}^{(k)}-y_{j}^{(k)}$, if $j>i$.
The computation of those products in (10) may suffer severe overflow and underflow problems. To avoid these problems, we group $\xi_{j} / \eta_{i j}, j \neq i$, into two groups. The absolute value of each element is less than one in the first group, and bigger than one in the second group. Then we multiply one element from the first group to one element in the second group. In this way, overflow and underflow problems can be avoided.

## 3. NUMERICAL RESULTS

In this section, we present our numerical results.

## Definition 3.1 The number

$$
c(A, B)=\min _{\|x\|_{2}=1}\left[\left(x^{\top} A x\right)^{2}+\left(x^{\top} B x\right)^{2}\right]
$$

is called the Crawford number of the pencil $(A, B)$.

Theorem 3.1 [6] Suppose $(A, B)$ is an $n \times n$ symmetric definite pencil with eigenvalues

$$
\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}
$$

Suppose $\delta A$ and $\delta B$ are symmetric $n \times n$ matrices satisfying

$$
\epsilon^{2}=\|\delta A\|_{2}^{2}+\|\delta B\|_{2}^{2}<c(A, B) .
$$

Then the pencil $(A+\delta A, B+\delta B)$ is a symmetric definite pencil with eigenvalues $\mu_{1} \leq \mu_{2} \leq \cdots \leq \mu_{n}$ which satisfy

$$
\left|\arctan \left(\lambda_{i}\right)-\arctan \left(\mu_{i}\right)\right| \leq \arctan \left(\frac{\epsilon}{c(A, B)}\right)
$$

for $i=1,2, \cdots, n$.

Experiment 1. We implemented our algorithm LLGB and the routine RSG in EISPACK [14] on Equation (1). The matrices $A$ and $M$ are obtained from piecewise linear finite element discretization [3] of the SturmLiouville problem

$$
-\frac{d}{d x}\left(p(x) \frac{d u}{d x}\right)+q(x) u=\lambda u
$$

where $u=u(x), 0<x<\pi, u(0)=u^{\prime}(\pi)=0$, and $p(x)>0$. When $[0, \pi]$ is divided into $n+1$ subintervals of equal length, Equation (1) is obtained. Here, both $A$ and $M$ are symmetric tridiagonal, and positive definite. To make the problem simpler, we use $p(x)=1$ and $q(x)=6$.

The experiment was conducted on a Sun-1000 workstation with IEEE standard and machine precision $\varepsilon \approx 2.2 \times 10^{-16}$.

For the symmetric narrow banded generalized eigenproblem, the subroutine RSG in EISPACK is somewhat less attractive since it transforms the generalized eigenproblem $A x=\lambda M x$ to a standard eigenproblem $\tilde{T} y=\lambda y$ of a dense matrix $\tilde{T}$. It can not take advantage of the banded structure of the pencil $(A, M)$ and clearly requires $O\left(n^{3}\right)$ flops. We conduct the comparison here mainly because it is the only algorithm available in EISPACK for eigenproblems of symmetric definite pencils.

Table 1 shows the results of our algorithm LLGB, the algorithm RSG, and the BIS, the bisection method. The bisection method is a fully parallel method and also can take full advantage of the banded form of the matrices. The speed of the BIS is much faster that the RSG, though it is slower than our method. The reason is that, after the eigenvalues are isolated, our method converges quadratically, while the BIS still converges linearly. The execution time apparently shows that the complexities of LLGB and RSG are $O\left(n^{2}\right)$ and $O\left(n^{3}\right)$ respectively for the generalized tridiagonal problem.

Experiment 2. Let $A$ be the Toeplitz matrix $[1,4,1]$ and $M$ be the Toeplitz matrix $\left[10^{-14}, 2 \times 10^{-14}, 10^{-14}\right]$ with $m_{11}$ and $m_{n n}$ changed to 1 . Although the condition number of $M$ is about $10^{14}$, the Crawford number

Table 1: Execution Time (seconds) of Computed Eigenvalues.

| Order | Execution Time of All Eigenvalues |  |  |
| :---: | :---: | :---: | :---: |
| $n$ | RSG | LLGB | BIS |
| 100 | 2.25 | 0.31 | 0.75 |
| 200 | 19.02 | 1.21 | 2.89 |
| 300 | 70.29 | 2.79 | 6.33 |
| 400 | 194.71 | 4.87 | 11.46 |

$c(A, M)$ is at least 2. So the eigenproblem of the pencil $(A, M)$ is well-conditioned according to Theorem 3.1. The approximate eigenvalues of ( $A, M$ ) evaluated by LLGB and RSG are denoted by $\left\{z_{i}\right\}_{i=1}^{n}$ and $\left\{r_{i}\right\}_{i=1}^{n}$ respectively.

To compare the accuracy of LLGB and RSG on $(A, M)$, we use the eigenvalue counter $\kappa(\lambda)$ to conduct bisection and obtain intervals $\left\{\left[a_{i}, b_{i}\right]\right\}_{i=1}^{n}$ such that $\kappa\left(a_{i}\right) \leq i-1, \kappa\left(b_{i}\right) \geq i$ and $\left|\arctan \left(b_{i}\right)-\arctan \left(a_{i}\right)\right| \leq \varepsilon$. Notice that

$$
\sigma=\sqrt{\left(2.51 \varepsilon\|A\|_{\infty}\right)^{2}+\left(3.51 \varepsilon\|M\|_{\infty}\right)^{2}}<16 \varepsilon
$$

So the error bound in Theorem 3.1 is $\frac{\sigma}{c(A, M)}<8 \varepsilon$. Let $\left[\hat{a}_{i}, \hat{b}_{i}\right] \supset\left[a_{i}, b_{i}\right]$ be the interval for which

$$
\left|\arctan \left(\hat{a}_{i}\right)-\arctan \left(a_{i}\right)\right|=\left|\arctan \left(\hat{b}_{i}\right)-\arctan \left(b_{i}\right)\right|=8 \varepsilon .
$$

Then, the $i^{\text {th }}$ smallest exact eigenvalue $\lambda_{i}$ of the pencil $(A, M)$ is in $\left[\hat{a}_{i}, \hat{b}_{i}\right]$. Let $\tilde{\lambda}_{i}=\left(a_{i}+b_{i}\right) / 2$. Then

$$
\begin{aligned}
\left|\arctan \left(\tilde{\lambda}_{i}\right)-\arctan \left(\lambda_{i}\right)\right| & \leq\left|\arctan \left(a_{i}\right)-\arctan \left(b_{i}\right)\right|+\left|\arctan \left(\hat{a}_{i}\right)-\arctan \left(a_{i}\right)\right| \\
& \leq 9 \varepsilon<2 \times 10^{-15} .
\end{aligned}
$$

So if $x$ is considered an approximate value of $\lambda_{i}$ and $\left|x-\tilde{\lambda}_{i}\right|=\delta$, then

$$
\delta-2 \times 10^{-15} \leq\left|x-\lambda_{i}\right| \leq \delta+2 \times 10^{-15} .
$$

Let $z_{i}$ 's and $r_{i}$ 's be numerical eigenvalues obtained by LLGB and RSG respectively. Table 2 lists errors

$$
\max _{1 \leq i \leq n}\left\{\left|\arctan \left(z_{i}\right)-\arctan \left(\lambda_{i}\right)\right|\right\} \quad \text { and } \quad \max _{1 \leq i \leq n}\left\{\left|\arctan \left(r_{i}\right)-\arctan \left(\lambda_{i}\right)\right|\right\}
$$

for different matrix size $n$. The data clearly indicate that our algorithm is very accurate regardless of the condition number of matrix $M$, while RSG fails to compute some of the eigenvalues when $M$ is ill-conditioned.

Experiment 3. Our algorithm LLGB and the routine RGG are applied to Equation (1) where matrices $A$ and $M$ are obtained from the finite difference discretizations of the following problem:

$$
L_{4} u-\lambda L_{2} u=0,
$$

Table 2: Accuracy Comparison Between LLGB and RSG.

| Order <br> $n$ | Error of LLGB | Error of RSG |
| :---: | :---: | :---: |
| $\max _{1 \leq i \leq n}\left\|\arctan \left(z_{i}\right)-\arctan \left(\lambda_{i}\right)\right\|$ | $\max _{1 \leq i \leq n}\left\|\arctan \left(r_{i}\right)-\arctan \left(\lambda_{i}\right)\right\|$ |  |
| 5 | $\leq 6.3 \times 10^{-15}$ | $\leq 2.2 \times 10^{-15}$ |
| 10 | $\leq 7.2 \times 10^{-15}$ | $\geq 2.3 \times 10^{-7}$ |
| 20 | $\leq 5.8 \times 10^{-15}$ | $\geq 2.5 \times 10^{-4}$ |
| 50 | $\leq 4.3 \times 10^{-15}$ | $\geq 1.07$ |

Table 3: Average Execution Time (seconds) of Computed Eigenvalues.

| Order | Execution Time of All Eigenvalues |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | five-diagonal |  | seven-diagonal |  |
| $n$ | RGG | LLGB | RGG | LLGB |
| 60 | 3.4 | 2.7 | 3.6 | 3.1 |
| 121 | 24.3 | 17.2 | 27.1 | 21.6 |
| 180 | 77.4 | 45.6 | 85.6 | 71.8 |
| 241 | 183.9 | 103.3 | 214.2 | 165.7 |

where

$$
L_{4} u=\sum_{k=0}^{2}(-1)^{k} \frac{d^{k}}{d x^{k}}\left(p_{k}(x) \frac{d^{k} u}{d x^{k}}\right),
$$

and

$$
L_{2} u=\sum_{k=0}^{1}(-1)^{k} \frac{d^{k}}{d x^{k}}\left(q_{k}(x) \frac{d^{k} u}{d x^{k}}\right),
$$

with

$$
u(0)=u^{\prime}(0)=u(1)=u^{\prime}(1)=0
$$

and $p_{k}(x)=1$ and $q_{k}(x)=x$.
We use five-point finite difference schemes and Richardson's extrapolation to get the matrices $A$ and $M$ with 5 , and 7 nonzero diagonals, respectively.

The subroutine RGG in EISPACK is less sensitive to the conditioning of $M$. However, it can not take advantage of the symmetric and banded structure of $A$ and $M$.

Table 3 shows the results of our algorithm LLGB and the algorithm RGG. It appears that our algorithm leads in speed by a considerable margin in comparison with the RGG when bandwidth is small.
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