
DESIGNING A TABU SEARCH ALGORITHM TO 

MINIMIZE TOTAL FLOW TIME IN A FLOW SHOP 


Jatinder N.D. Gupta* 

Department ofManagement 

Ball State University 


Muncie, IN 47306, USA 


and 

Chuen-Lung Chen 

LeeYeeYap 


Harshwardhan Deshmukh 


Department of Industrial Engineering 

Mississippi State University 


Mississippi State. MS 39762, USA 


- -II .. .:.._-:1 6L4...l4.L L ,~ ~ ( l:i) 4L~~ 4.L L ~ ~ ~ .11 ~lA :.~t..:ui..JA'..)-' ..r:---' ~ ~ ~'J-' ~ ~ ~'J-' ~ ~ '.).)-' ~ 

u.t.;ll J.oI~I'>p·G 4......1.)J.I J.oI~1 (;J~ ~~~~ -~Jl:U 1:f.~1 &~ U..u ~ ~I 

Wl.iV"'li...,,';~1 ~,,4S:.rJ1 t~"J.JYI J,:.,JI :~ J.oI~1 ~lA" ,J,:JI ~.;-b" IJi.)c. ~~~ 

~ .>Pt:iJl r-""""'..u ~G.l1 J"I~" ~I~~ J.;-b u..a~I" .(~I~" --.iijill .b.;-J:.,,~l:iJ1 

I =..:.j ~-::;II4.L LlI- (.jlitl .l:i.lIt:.:i~~ .11~lA - J.i.j .~)\.Li '-I·-II~~ t.~~i~J,::a.,:i~!j '..>--'" M'.J"""'" ~ 'J ~ 'JY ~ r-!j IJ-'> 'J"""'" .M ~~ M 

.dIul ~lA J,:J o".;£ll J.):JI 

ABSTRACT 

This paper discusses the process ofdesigning a tabu search based heuristic for minimizing 
total flow time in a permutation flow shop. A factorial experiment is designed to 
systematically analyze the effects of various factors (namely, the initial solution, type of 
move, neighborhood size, tabu list size, stopping condition, and aspiration criterion) on 
the performance of the TS based heuristic. Using the techniques of evolution curves, and 
response tables and response graphs, the best cO!T1bination of the factors for the TS based 
heuristic algorithm is identified. Empirical results of the comparison of the proposed TS 
based heuristic algorithm with the best known heuristic to solve the problem are reported 
and discussed. 
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DESIGNING A TABU SEARCH ALGORITHM TO MINIMIZE TOTAL FLOW TIME 

IN A FLOW SHOP 


1. INTRODUCTION 

Consider the following flowshop problem: at time zero, a set N = {I, 2, ... , n} of n independently available 
jobs are to be processed by a given set M = {I, 2, ... , m} of m machines in the same technological order, first 
on machine 1, then on machine 2, .... , and last on machine m. Preemption of jobs is not allowed. The processing 
time of job i E N at machine j E M is represented by Pij and includes its setup time at machine j.' Define a 
permutation schedule 11' = (11'(1),11'(2), •.• , lr(n)) as the common processing order for each machine j E M which 
implies that job lr(i) is processed on each machine before job lr(i + 1) for all i :s (n - 1). Then, the completion 
time of job lr(i) at machine j, Cj (lr(i)), is given by the following recursive relationship: 

(1) 

where Cj (lr(O)) = CO(lr(i)) = 0 for all i E N and mE M. 

The total flow time of schedule 11', F(lr) is given by the following expression: 

n 

F(lr) = L Cm (lr(i)). (2) 
i=l 

The flowshop scheduling problem considered in this paper is one of finding a schedule 11' such that the sum of the 
flow (completion) times, F(lr), calculated by using Equations (1) and (2) above is minimum. Using the standard 
three field notation [1, 2], this problem can be represented as a FII E Ci problem where F denotes a flowshop 
with arbitrary number of machines and E Ci denotes that the objective function is the minimization of the total 
flow time of all jobs. Contrary to Johnson's [3] result that the F211Cmax problem involving the minimization of 
the makespan (maximum completion time) of all jobs in a two-machine flowshop can be polynomially solved, the 
FII E Ci problem is NP-hard in the strong sense even for the two-machine case [4]. Owing to its complexity, 
implicit enumeration and heuristic approaches have been developed to solve the FII E Ci problem. 

Ignall and Schrage [5] developed a branch and bound algorithm to solve the F211 E Ci problem which was 
extended to solve the FII E Ci problem by Bansal [6]. A dominance based combinatorial algorithm was developed 
by Gupta [7]. Several constructive heuristic algorithms to solve this problem have been developed, notable among 
them are the two heuristics by Ho and Chang [8] and Rajendran [9]. However, the exact optimization algorithms 
are not computationally efficient for solving problems involving more than 15 jobs and the effectiveness of 
heuristics for optimizing the F211 E Ci problem is not really known. 

In this paper, we discuss the design of a tabu search based heuristic to solve the FI! E Ci problem. Our 
emphasis is more on the process of designing a tabu search algorithm to solve the problem rather than to 
investigate the efficacy of the use of advanced and contemporary features (like memory functions and dynamic 
list sizes discu·ssed by Glover [10] and Glover and Laguna [11, 12]) of Tabu Search approach. 

The rest of the paper is organized as follows. Section 2 describes the tabu search based heuristic and various 
factors affecting its performance in finding an optimal schedule. Using the evolution curves and response tables 
and graphs, Section 3 describes the computational results of factorial experiments to select the best combination 
of various factors to maximize the effectiveness of the TS based heuristic algorithm for solving the FII E Ci 

problem. The effectiveness of the proposed TS based heuristic algorithm in finding an optimal solution to the 
FII E Ci problem is then empirically evaluated in Section 4. Finally, Section 5 summarizes the major findings 
of this paper and provides some fruitful directions for future research. 
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2. TABU SEARCH BASED HEURISTIC 

Tabu search involves the exploration of a problem's solution space through the iterative investigation of solution 
neighborhoods. Movement from one neighborhood to the next is prompted by the search for an improved solution 
guided by the evaluation of an objective function to be optimized. The search is terminated when some predefined 
stopping criterion has been met. 

Compared with traditional iterative search processes, the movement from one solution, 8, to another solution, 
8' , in a tabu search does not require that the objective function value of this new solution, /(8' ), be better than 
that of the current solution, /(8). Another distinguishing factor of a tabu search is its use of a tabu list to keep 
track of solutions selected in past iterations. At each iteration, only a selected number of moves is posted to a 
tabu list containing a finite number of slots. The tabu list is manipulated like a FIFO queue in that each time 
a solution is posted to one end of the list, it pushes a solution out the other end. This results in a list that can 
be used to prohibit past solutions from reappearing for a period of time equivalent to the number of iterations 
corresponding to the size of the list (number of slots). These distinguishing features aim at preventing cycling 
of the search and expanding the diversity of the resulting search to uncharted regions of the solution space away 
from local optima. 

However, the very nature of the tabu list may constrain the search prohibiting the exploration of solution 
regions which are appealing. To overcome this possible problem, Glover [13] uses an aspiration criterion to 
determine if a tabued move offers the potential of leading the search to a more promising region. If so, then that 
move is removed from the list (aspired) and used. While several aspiration criteria are available to measure the 
potential of a tabued move, the most commonly used aspiration criterion is to aspire a tabued move if it can 
provide a better solution than the incumbent solution. 

Tabu search was introduced by Glover in the 1980s [13], and has been applied to a wide variety of problems 
[11, 12]. Its diverse applications include neural networks training, transportation as in vehicle routing and 
travelling salesman problems, layout as in quadratic assignment problems, graphs as in coloring, partitioning, 
and clustering problems, probabilistic logic and expert systems, telecommunications as in path assignment and 
bandwidth packing, circuit design, and computer design. In recent years, scheduling has been recognized as a 
potential area for the application of tabu search. Tabu search has been applied to different types of scheduling 
problems ranging from employee to production problems. 

For permutation flowshop problems, Widmer and Hertz [14] and Taillard [15] used Tabu Search to minimize 
makespan. Adenso-Dfas [16] conducted a study with minimizing weighted tardiness as the objective function 
and Kim [17] experimented with minimizing mean tardiness as the performance measure. Skorin-Kapovand 
Vakharia [18] applied TS to the flow-line manufacturing cell problem to minimize makespan. They compared TS 
with simulated annealing (SA) and showed that TS provided better solutions in less computation time. Reeves 
[19] showed that the TS method gave better results than the SA approach when applied efficiently in a general 
machine sequencing problem. A review of the use of Tabu search and other local search algorithms to solve 
the scheduling problems is provided by Anderson, Glass, and Potts [20]. Gupta, Palanimuthu, and Chen [21] 
designed a Tabu Search based heuristic for solving a two-machine flowshop problem with a secondary criterion. 
Nowicki [22] developed a tabu search approach to solve the permutation flowshop scheduling problem with finite 
buffers. 

Based on the discussion above, a tabu search procedure for a minimization problem may be summarized 
below: 

begin Tabu Search 

iter = 1; 

generate initial solution i; 


evaluate /(i); 
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define incumbent solution f* = f(i); 


initialize tabu list L(iter); 


while {not termination} do 


begin neighborhood search; 


besLmove = 00; 

repeat 

{ if (new...move < best...move) then 

{ if (new...move < f* or new...move ¢ L(iter) 

then { best...move = new...move} 

} 

} 

until {specified number of neighbors} 

if (besLmove < f*) then 

f* = besLmove 


update L(iter); 


iter = iter + 1; 


end neighborhood search; end Tabu Search 

In the above description of the tabu search approach, f(i) represents the resulting objective value of solution 
(move) i, f* represents the objective function value of the incumbent solution for the neighborhood search, and 
L( iter) is the current list of tabued moves at the given iteration. 

We now discuss various factors of tabu search that significantly contribute to its performance in finding an 
optimal solution to the FII E Ci problem. Based on past research [14, 15], the performance of a tabu search 
is highly dependent on the following factors: initial solution, type of move, neighborhood size, tabu list size, 
stopping criterion, and aspiration criterion. We briefly describe each factor in relation to its effect in solving the 
FII E Ci problem. 

2.1. Initial Solution 

This is a point in the solution space from where the search process begins. The initial solution of tabu search 
may be generated randomly (referred to as RAN) or by using some known polynomially bounded heuristic. In 
this research, the effect of these two methods of generating a initial solution on the efficiency of the TS heuristic 
was investigated. And for the heuristic initial solution, Rajendran's heuristic [9], marked by RAJ, was used. 

2.2. Type of Move 

A move is an event that transforms the search from current solution to its neighboring solution. For production 
scheduling problems, there are two common types of moves: insert, a move which removes a job from the j th 
position and inserts it at the i th position, and swap, a move which interchanges the jobs in the i th and j th 
position, commonly known as the pair-wise interchange method. In this study, the results of the TS based 
heuristic was investigated using these two types of move, denoted as INSERT and SWAP, respectively. 

2.3. Neighborhood Size 

This represents the number of candidate solutions to be evaluated at each iteration of the search process. 
Taillard [15] describes three different ways of evaluating a neighborhood. The first kind is to examine all the 
possible neighboring solutions and select the best move that is not tabu as the candidate for the next search. 
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This complete examination of neighborhood may lead to high quality solutions but the computational time 
required may be high. The second kind is to randomly survey the neighbors and select the first improving, 
non-tabu solution as the candidate solution for the next search. However, if there is no improving solutions, 
then the whole neighborhood has to be explored. The third kind is to randomly examine a fraction of the 
neighborhood, and select the best solution as a candidate for next search. While Reeves [19] found that for most 
scheduling problems, the third approach described above provide best results, Taillard 115] points out that this 
third method of examination may not be suitable for solving the flowshop problems. Therefore, the first two 
types of neighborhood examinations described above, denoted as WHLSIZE and RAN SIZE, respectively, were 
used to analyze the efficiency of the TS based heuristic algorithm. 

2.4. Tabu List Size 

The key element of tabu search is the tabu list. It contains the list of moves executed and therefore tabued. 
Too small a tabu list may cause cycling of the search, while too large a list may prohibit TS to certain good 
solution regions. Past applications (13, 21] showed that, independent of problem size and structure, tabu list size 
lies in the range of 5 to 12, with 7 as the most common occurrence. In this study, tabu list sizes of 5, 7, and 12, 
respectively denoted as LS5, LS7, and LS12, were investigated. 

2.5. Aspiration Criterion 

An aspiration criterion is used to override the tabu status of a move so as to prevent rejection of a good 
solution due solely to its tabu status. In this experimentation, aspiration level is not varied. The aspiration level 
used is as follows: override the tabu status of a move if it yields a better solution than the incumbent solution. 

2.6. Stopping Criterion 

In order to terminate the search process, two of the most common and simplest stopping conditions used are: 

• Stop if the number of iterations is greater than a constant value, NITER, and 

• Stop if the number of iterations without improving the incumbent solution 	is greater than a constant 
value, NOIMP. 

In our preliminary experiments, we found that the use of fixed number of iterations at NITER= 200 established 
the convergence of search. Therefore, in this study, we used the first terminating criterion with NITER = 200. 
Moreover, the second criterion may be efficient in speed, but since the number of iterations with no improvement 
will be affected by the complexity of the solution space and the problem size, a suitable number of iterations 
cannot be determined in advance of the application of the TS based heuristic algorithm. 

3. 	 COMPUTATIONAL RESULTS 

In order to completely analyze the effects of these factors on the performance of a tabu search and to identify 
the best combination of these factors for a tabu search approach to solve the FII E Ci problem, a full factorial 
experiment was designed. Since the stopping condition was set to 200 iterations and a simple form of aspiration 
criterion was used, a complete experiment of the remaining factors encompasses 24 = (23 X 31) combinations of 
the factors: two approaches of generating initial solutions (RAN and RAJ), two types of move (INSERT and 
SWAP), two neighborhood sizes examined in each iteration (WHLSIZE and RANSIZE), and three list sizes (LS5, 
LS7, and LS12). Through this design, we can analyze the effect of each factor on the performance of tabu search, 
and identify a good combination of the factors that will enhance the efficiency of the application of tabu search. 

The performance of the TS based heuristic was evaluated for nine groups of problems. Each problem group is 
a combination of the number of jobs (10,20, and 30) and the number of machines (5, 15, and 25). Ten different 
problems were solved for each of the nine groups, with the processing times for each problem generated randomly 
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and distributed uniformly between 1 and 99. Each problem, in turn, was solved using the TS based heuristic 
for the 24 different combinations discussed earlier. The program was coded in FORTRAN 77, and executed on 
SUN4/490 machine. 

The problem groups with 25-machines (i.e. 10-job, 25-machine, 20-job, 25-machine, and 30-job, 25-machine) 
were considered to analyze the factor settings for the TS based heuristic. This is because a large-size problem 
will provide a larger and more complex solution space, and through this, adequate information regarding the 
application of tabu search to the FII L Ci problem can be obtained. The performance of the TS based heuristic 
with the best factor setting will then be evaluated by comparing its solutions with that of Rajendran's heuristic. 

Generally, in conventional design of experiments, analysis of variance is used to find the effects of the factors 
and to determine the optimum combination of the factors. However, analysis of variance assumes: (1) normality 
of output distribution for each combination of the factors and (2) equality of variance of each distribution to 
one another. Since the output of some scheduling problem may not satisfy the above assumptions, alternate 
approaches to analyze the effect of various experimental factors were explored. Tukey analysis suggested by 
Games and Howell [23] and Klockars and Sax [24] could have been used for this purpose. However, we decided 
to use the evolution curve analysis, and response graph analysis to analyze the output for the FII L Ci problem 
as this method provides a better graphical view of the process and results. Further, this method can be used 
even if the standard assumptions for the analysis of variance are satisfied. For this reason, we did not test if the 
previously stated two assumptions were satisfied. 

3.1. Evolution Curve Analysis 

An evolution curve depicts the evolution of the TS based heuristic for the factors under consideration. There 
were 24 evolution curves (corresponding to the 24 different combinations of the factors) plotted for each of the 
3 groups of problems. Each curve represents the average total flow time of the 10 different problems at each 
iteration of the TS based heuristic. The following paragraphs briefly discuss the evolution curves for the group 
of 30-job problems used in this study. 

To proceed with the analysis, the 24 curves were classified into figures according to each of the four factors. 
For instance, when the factor considered was the initial solution, twelve figures were plotted, each displaying the 
two curves RAN and RAJ (two levels of the factor of initial solution) under the 12 different combinations of the 
levels of the other three factors (type of move, size of neighborhood evaluated, and tabu list size). Similarly, 
twelve figures were plotted based on each of the factors: type of move and neighborhood size, and eight figures 
were plotted based on tabu list size. Examining these four groups of figures, we found that the results of the 
figures based on the initial solution and type of move were consistent, but not for neighborhood size and tabu 
list size. All the twelve figures based on initial solution showed that RAJ dominated RAN, and all the twelve 
figures based on type of move showed that INSERT dominated SWAP. Therefore, the best levels of the factors, 
initial solution and type of move, were set at RAJ and INSERT, respectively. 

Figure 1 displays the curves of RAN and RAJ under SWAP (type of move), WHLSIZE (neighborhood size), 
and list size LS5. Figure 2 displays the curves of INSERT and SWAP under RAJ, RANSIZE, and LS12. 

Further analysis was conducted based on the condition that RAJ and INSERT were chosen. The groups 
of figures corresponding to neighborhood size and tabu list size were examined. All these figures showed that 
RANSIZE dominated WHLSIZE, and LS12 dominated LS5 and LS7. Therefore, the best levels for these two 
factors were set at RANSIZE and LS12, respectively. Figure 3 exhibits the curves of WHLSIZE and RANSIZE 
under RAJ, INSERT, and LS12, and Figure 4 exhibits the curves of tabu list size under RAJ, INSERT, and 
RANSIZE. These figures show that WHLSIZE converges faster than RANSIZE, but RANSIZE eventually con
verges to a better solution than WHLSIZE. This implies that WHLSIZE can provide more information about 
the neighborhood of a solution in each iteration, so a search using WHLSIZE can lead to better solutions faster; 
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however, since WHLSIZE may lack diversity in searching the solution space, the search may be limited to some 
small solution region and be trapped in local optimality. 

A similar analysis was performed on the 10-job and 20-job problem groups. The conclusion for the 20-job 
problem group is the same as that for the 30-job problem group; however, the results of the 10-job problem group 
are different. None of the levels of the factors dominate its corresponding level(s) in all the combinations. A 
further examination was conducted on each problem in this group. It was observed that, in each problem, most 
of the solutions converged to one or two values, and, the average difference between the best and worst solutions 
is less than 0.7%. Moreover, the average percentage of identical solutions with 24 different factor combinations 
for each problem was found to be 65%. Therefore, we may conclude that the TS based heuristic performed very 
well for this problem group regardless of the factor combinations. 
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Figure 1. Graph of RAJ and RAN under SWAP, WHLSIZE, and LS5. 
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From the foregoing analysis, the best combination of the factors for the flow shop problem with total flow 
time as the criterion is as follows: RAJ (approach for generating initial solution), INSERT (type of move), 
RANSIZE (size of neighborhood evaluated in every iteration), and tabu list size LS12. This best combination is 
different from the one by Widmer and Hertz [14] for the FllCmax problem. They found that SWAP for type of 
move and WHLSIZE for neighborhood size for the tabu search approach provided. best results for the solution 
of the FllCmax problem. Therefore, the best combination of various factors in a TS based heuristic algorithm 
is problem specific, and needs to be justified before we apply tabu search to different problems. Further, this 
analysis shows that more research in developing polynomially bounded heuristic algorithms is valuable as it may 
provide good initial solutions, and assist tabu search to find a good final solution, especially when the problem 
size is large. 
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3.2. Response Table and Response Graph Analysis 

Response table and response graph analysis is a practical analytical technique for factorial experiments as such 
analysis is often insensitive to the assumptions for analysis of variance. In general, response tables are used to 
analyze the effects of single factors, and response graphs are used to analyze the effects of two-factor interactions. 
To develop a response table, the average response (which is the total flow time for the FII E Ci problem) for each 
level of each factor is computed. Then the maximum difference (note that this is an absolute value) between (or 
among) the average responses of the levels of each factor is calculated. The relative significance of each factor 
is represented as a percentage of the difference of each factor to the total difference. The higher the percentage 
of a factor, the stronger the factor. Note that response table and response graph analysis was not conducted 
for the lO-job problem group because, as described earlier, the TS based heuristic performed very well for the 
lO-job problems regardless of the factor combinations. 

Tables 1 and 2 present the response tables for the 20-job and 30-job problem groups, respectively. The re
sults in both the tables are consistent. Initial solution, type of move, and neighborhood size are strong factors, 
and tabu list size is a weak factor. RAJ, INSERT, and RANSIZE dominate RAN, SWAP, and WHLSIZE. 
Furthermore, the effects of initial solution and neighborhood increase when the problem size increases. This 

Table 1. Response Table for 20-Job Problem Group. 

Factors Levels AVRTFT Differencea Percentb 

Initial RAN 39166.44 147.86 24.63 
solution RAJ 39018.58* 

Type of INSERT 38939.27* 306.48 51.05 
move SWAP 39245.75 

Neighborhood WHLSIZE 39146.13 107.24 17.86 
RANSIZE 39038.89* 

List LS 5 39110.66 38.81 6.46 
size LS 7 39095.01 

LS 12 39071.85* 

*: The better solution. 

a: The difference between the minimum and maximum solution of the levels in a factor. 
b: The percentage contribution of the factor to the observed total difference. 

Table 2. Response Table for SO-Job Problem Group. 

Factors Levels AVR TFT Differencea Percentb 

Initial RAN 68376.03 381.90 35.03 
solution RAJ 67994.13* 

Type of INSERT 67997.70* 374.90 34.37 
move SWAP 68372.40 

Neighborhood WHLSIZE 68338.53 306.90 28.15 
RANSIZE 68031.63* 

List LS 5 68180.83 26.63 2.45 
size LS 7 68200.53 

LS 12 68173.90* 

Footnotes *, a, b: As in Table 1. 
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confirms the conclusions in the evolution curve analysis: (1) a good initial solution is important for tabu search 
when the problem size increases; and (2) RANSIZE may improve the capability of diversification of tabu search, 
and assist tabu search to find a better solution, in particular, when problem size is large. 

As mentioned, response graphs are also used to analyze the effects of 2-factor interactions. There are six 
2-factor interactions for the 4-factor design (the number of ways to select 2 factors out of 4 factors). To plot the 
response graph for a 2-factor interaction, the vertical axis represents the response of the experiment; one of the 
two factors under consideration serves as the label for the horizontal axis and the other factor is presented with 
a number of line segments (according to its number of levels of the factor). Each vertex of the line segments 
represent the average response under each combination of the factors. For instance, Figure 5 is the response 
graph which displays the interaction between the factors: initial solution and type of move for 3D-job problems. 
In this figure, the horizontal axis depicts the two approaches for generating an initial solution and the two line 
segments represent the two types of move. The vertices of the line segments represent the average of the total 
flow times of the problems solved under the combinations of the levels of the two factors. 

Use of response graphs to study interactions between various factors is based on the relationships between (or 
among) the line segments in the graphs. If the line segments in a graph are parallel or close to parallel to each 
other, we will conclude that there is no interaction between the factors considered in the graph; otherwise, there 
is an interaction between the factors. If a factor has no interaction with other factors in the experiment, the 
best level of the factor is the level of the factor that provided the better results (this can be easily observed in 
a response table). However, if a factor has an interaction with another factor, then the best levels of the factors 
is the combination of the factors that provided the best result (this cannot be obtained in response table, but in 
response graph). 

Figures 5 through 10 present the response graphs for the 3D-job problem group. Figures 6 through 9 show that 
every factor has an interaction with at least one of the other factors. Since the respective factors in Figure 5 and 
Figure 10 have no interaction, the best combinations for the experiment will be determined with the response 
graphs in the remaining four figures 6 through 9. The dominant combinations in these four figures 6 through 
9 are RAJ and RANSIZE, RAJ and LS5, INSERT and RANSIZE, and INSERT and LS12, respectively. It is 
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clear that RAJ, INSERT, and RANSIZE will be assigned to the best combinations for the experiment, and tabu 
list size needs to be further studied. Figure 7 shows that LS5 dominates LS12 by 26.68 (68000.88 - 67974.2) 
under RAJ, but Figure 9 shows that LS12 dominates LS5 by 90.83 (68035.33 67944.7) under INSERT. Thus, 
we may expect that the output under RAJ, INSERT, RANSIZE, and LS12 will be superior to the output under 
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RAJ, INSERT, RANSIZE, and LS5. Hence, RAJ, INSERT, RANSIZE, and LS12 are the best combination for 
30-job problems. The same analysis was conducted for the 20-job problem group, and the same conclusion was 
obtained. 
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Figure 8. Interaction between type of move and size of neighborhood evaluated. 
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It is noted that the best combination of various factors resulted from response graph analysis are the same 
as that from an evolution curve analysis for the FII L Ci problem. In addition, response graph analysis also 
provides some insight into the performance of tabu search. For instance, for the present problem, Figure 6 shows 
that the effect of neighborhood size under RAN is much stronger than that under RAJ. Thus, in the application 
of TS based heuristic using RAJ for generating the initial solution, neighborhood size is not likely to strongly 
affect performance of the TS based heuristic. However, the use of RAN for generating the initial solution may 
lead to an opposite conclusion. In addition, Figure 9 shows that LS12 dominates LS5 under INSERT, but LS5 
dominates LS12 under SWAP. Thus, with the use of INSERT as the type of move in applying the TS based 
heuristic, LS12 is better than LS5; however, use of SWAP may lead to the opposite conclusion. This illustrates 
the need to consider interactions between various factors; otherwise, the conclusions may be misleading and the 
performance of tabu search may be negatively influenced. 

Figure 10. Interaction between size of neighborhood evaluated and tabu list size. 

4. EVALUATION OF THE TS BASED HEURISTIC 

Using the best combination of various factors found by the analysis of the evolution curves, response tables and 
response graphs, the solutions obtained from the TS based heuristic are compared with those from Rajendran's 
heuristic, the best existing heuristic for the FIICmax problem. To make this comparison, 10 new problems 
were generated (using the same method mentioned earlier) for each of the following 15 groups of problems: 
15 combinations of the number of jobs (10, 20, 30, 40, and 50) and the number of machines (5, 15, and 25). 
Further, to eliminate the bias that Rajendran's heuristic is used as the initial solution, both RAJ and RAN were 
used as initial solutions. 

Table 3 lists the average solution for Rajendran's heuristic, and the two TS based heuristics (called TS-RAN 
when RAN is used as the initial solution and TS-RAJ when RAJ is used to generate an initial solution) and the 
average percentage improvements over Rajendran's solution for the two TS-based heuristics, aRAJ and Q;RAN. 

The results in Table 3 clearly show that the TS based heuristic with the best factor setting gives significant 
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improvement over Rajendran's heuristic even when random sequence is used as an initial solution. Moreover, 
the improvement increases when problem size increases. Thus, even when there is no initial information about 
the problem, a tabu search based heuristic algorithm provides significantly better solutions than Rajendran's 
heuristic. This implies that tabu search is a good technique for the FII L: Ci problem even when there is no 
initial information about the problem. 

Table 3. Average Percentage Improvement of 

the TS Heuristic over Rajendran's Heuristic. 

Job size Rajendran's TS-RAJ TS-RAN aRAJ aRAN 

nxm solution solution solution Value Value 

10 x 5 4900.5 4765.6 4738.4 2.83 3.42 

10 x 15 10760.1 10383.4 10386.0 3.63 3.60 

10 x 25 16520.9 15990.5 15950.8 3.32 3.57 

20 x 5 14567.6 13450.7 13670.8 8.30 6.56 

20 x 15 29593.7 26978.4 27174.8 9.69 8.90 

20 x 25 41644.0 38756.7 38866.3 7.45 7.16 

30 x 5 30290.4 27714.1 28202.4 9.30 7.40 

30 x 15 53737.8 49183.0 50139.8 9.26 7.18 

30 x 25 73269.2 67741.8 67912.2 8.15 7.89 

40 x 5 50186.9 45027.0 45238.9 11.46 10.94 

40 x 15 84520.3 76116.7 75749.2 11.04 11.58 

40 x 25 113578.4 103817.1 102859.0 9.40 10.42 

50 x 5 75770.5 67403.9 68162.5 12.41 11.16 

50 x 15 122477.9 108350.5 109243.6 13.04 12.11 

50 x 25 157380.7 142620.9 143021.4 10.35 10.04 

The computational time required to solve the problems was not measured. For the FII L: Ci problem with 
n jobs and m machines, the complexity of the Rajendran's heuristic used in this study is O(n3m). For the 
same problem, the complexity of the proposed TS based heuristic algorithm using RAN as the initial solution is 
O(Kn2m) where K is a constant that depends on the list size and the number of iterations. Since the list size 
and the number of iterations did not vary with the size of the problem, the computational complexity of the 
proposed TS based heuristic algorithm is less than that of Rajendran's heuristic. Therefore, on the average, the 
CPU time required to solve large-sized problems by the proposed algorithm will be less than that required by 
Rajendran's heuristic. 

The results in Table 3 also indicate that Rajendran's heuristic algorithm may well not be very effective in 
finding optimal solutions to the FII L: Ci problem as a TS based heuristic provides a significant improvement 
in solution quality. Considering that a very simple Tabu Search procedure was used, it is therefore, clear that 
the use of the advanced and contemporary features (like memory functions and dynamic list sizes discussed by 
Glover [10] and Glover and Laguna [11, 12]) of Tabu Search approach will enhance the effectiveness and efficiency 
of the TS based heuristic algorithm to solve the F// L: Ci problem. 
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5. 	CONCLUSIONS 

This paper has discussed a process for designing a TS based heuristic for solving the flow shop problem 
with total flow time as the criterion. We designed a factorial experiment to completely analyze the effects of 
four different factors (initial solution, type of move, size of neighborhood, and list size) on the performance 
of the TS based heuristic for solving the FII E Ci problem. The results of the experiment were studied using 
evolution curve analysis, and response table and response graph analysis. These analyses illustrated the relative 
contribution of each factor on the performance of the TS based heuristic and identified the best combination of 
the factors for the TS based heuristic for the candidate problem. 

The effectiveness of the TS based heuristic with the best combination of the factors was evaluated by comparing 
the solutions of the TS based heuristic with those of Rajendran's heuristic for the FII E C j problem. This 
comparison showed that the TS based heuristic significantly improves the solutions of Rajendran's heuristic even 
when the initial solution was generated randomly. Thus, the proposed TS based heuristic algorithm is quite 
effective in finding an optimal solution to the FII E Ci problem and indicates that Rajendran's heuristic may 
not be very effective in minimizing total flow time in a flowshop problem. Since no advanced and contemporary 
features (like memory functions and dynamic list sizes) of Tabu Search approach were used in this research, it 
is clear that the augmentation of such modern developments in Tabu Search will further improve the quality of 
the solution obtained by the TS based heuristic algorithm. 

Two other important findings in this research are as follows: first, the best combination of the factors for the 
application of TS is problem specific and may significantly affect the performance of TS based heuristic algorithm 
to solve a problem. Therefore, to apply TS to a certain class of problems, the factor combination have to be 
justified in advance. Second, the research in developing polynomially bounded heuristic algorithms is valuable 
for it may provide good initial solution for TS and yield a better final solution. 

This research also indicates some directions for future research. Firstly, extension of the proposed TS based 
heuristic to solve m-stage flowshop problems with a secondary criterion is both interesting and useful. Secondly, 
finding the best combination of various factors for a TS based heuristic for several other criteria will extend the 
utility of TS for solving scheduling problems. Finally, use of a TS based heuristic should be explored for finding 
an improvement potential of various polynomially bounded scheduling heuristics. 
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