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ABSTRACT 

A statistic was devised to estimate the sample standard deviation. Then samples 
from uniform, normal, and chi-square distributions were generated and the sample 
standard deviation was compared to this new statistic. It was found that the differences 
between these statistics were smallest for samples of size 15 to 30 from distributions 
that were approximately normal. 

Quite early in a basic course in data analysis and 
descriptive statistics, measures of central tendency 
and dispersion are discussed. The student soon sees 
that even for very small data sets, the commonly 
used sample mean and sample variance are rather 
tedious to compute. For relatively small samples, 
the median is a very easily found measure of central 
tendency and can be used as an estimate of the sample 
mean. This gives one an initial conception of the center 
of the sampling distribution even before any arith­
metic calculations (by hand or machine) are done. 

The range of the sample is the most commonly 
discussed measure of dispersion which is based on 
order statistics, but it is well known that the range 
is not a good estimate of the sample standard devia­
tion. Quasi-ranges or linear combinations of qusi­
ranges, which may provide more efficient estimators, 
also increase the amount of computation required 
[1,3]. Since the sample variance is defined as the 
average of the squared deviations from the mean, a 
convenient estimate of the sample variance might be 
obtained by considering a "typical " score above 
and a "typical" score below the median and calculating 
their average squared deviation from the median. 

Let y 1 be the minimum score, y m be the median, 
and Yn be the maximum. If the midpoint between Yo 
and y m is considered to be a "typical" score above 
the median and the midpoint between y 1 and y m is 
considered to be a "typical" score below the median, 
the statistic r?- is defined as follows: 

(1) 

The square root of c2 can be used as an estimate of 
the sample standard deviation. Thus, after ordering 
a set of data, both a measure of central tendency and 
a measure of dispersion, which estimates the sample 
standard deviation, are available with a minimal 
amount of computation. It should be noted that for 
large data sets, ordering the sample is itself a major 
task so in that case little or no savings result in the 
calculation of such an estimate for the sample standard 
deviation. 

Since c, the square root of c2
, is claimed to be 

an estimate of s, the sample standard deviation: 
n .1 

S = [ ~ (Xi - xiIn ]2 , (2) 
i 1 

it may be instructive to test whether this claim can 
be verified. A method for testing this claim which 
is quite instructive, even in the most elementary 
statistics classes, is an empirical study where data 
are collected and the statistics c and s are compared. 
This technique can be useful in further reinforcing 
many of the ideas covered in a basic descriptive statis­
tics course. Such a Monte Carlo study was performed 
using randomly generated data sets from uniform, 
normal, and chi-square distributions. 

The uniform distributions considered had ranges 
from 0 to 10, from 0 to 50, and from 0 to 100 [u(O,lO), 
u(O,50), u(O,lOO) ]. The normal distributions, denoted 
by n(lJ.,a2), were n(O,I), n(50,100), and n (100,225). 
The chi-square distributions had parameters 1, 5 and 
20 ["I} (1), X2(5), X2 (20) ]. In each of these nine 
cases, 50 samples each of size 5, 10, 15, 20, 25, 30, 40, 
50, 75 and 100 were generated and the statistics 
c and s were compared. 
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The samples were generated using the IBM sup­
plied subroutines RANDU and GAUSS [2]. The 
chi-square samples were obtained by using the fact 
that the sum of the squares of k independent standard 
normal variates is a chi-square variate with parameter 
k. 

The results of this Monte Carlo investigation are 
reported in Tables 1and 2. Table I indicates the behavior 
of the mean and standard deviation of the sampling 
distributions of c and s. Table 2 lists the relative 
errors of estimating s by c where relative error, 

RE 	= dIs, (3) 

d is the average of the absolute differences lSi - cj I 
and s is the average value of s among the 50 samples 
of that given sample size. 

Tables 1 and 2 indicate that changes of the para­
meters for the uniform and normal distributions 
do not influence RE, but changes in the parameter 
of the chi-square distribution does influence RE. 
This is not surprising since as the parameter increases, 
the chi-square distribution changes from extremely 
skewed to more symmetric and approaches the normal 
distribution in the limit. However, Tables 1 and 2 
indicate that even for very small parameters of the 
chi-square, the relationship between RE and sample 
size is simi1ar to that for the normal distribution. 

As would be expected, c underestimates s for 
samples from a uniform distribution, since sample 
points are as likely to fall at the extremes as at the 
center of the distribution and s is sensitive to each of 
these values, while c uses only one value at each ex­
treme. For both the normal and chi-square distribu­
tions c underestimates s for small samples and as 
sample size increases, c tends to approach s and then 
becomes an overestimator of s as the sample size 
gets large. Overall, it appears that for distributions 
which are approximately normal, even if t9.ey are still 
quite asymmetric, c is a fairly good estimator of s 
for sample sizes from 10 to 40. 

It is also noted (Table 1) that for very small sample 
sizes and for the uniform distribution in general, it 
appears that the standard error (standard deviation 
of the sampling distribution) of c is smaller than the 
tasndard error of s. 

Table 3 lists the correlations between c and s. 
Note that for very small sample sizes there is nearly 
a perfect linear relationship between c and sand fo r 
all distributions the correlations tend to decrease 
as sample size increases. It also appears that the linear 
relationship between c and s is highest for distribu­
tions which are skewed and peaked, such as 12(1). 
As the distributions become flatter and more symme­
tric the correlations tend to decrease so that the lowest 
correlations occurred for large samples from a uni­
form distribution. 

For very large sets of data, c does not appear to 
be a very good estimator of s, but in these cases the 
ranking of the data is a tedious task in itself, so one 
might as well calculate the sample mean and variance 
directly rather than try to estimate them. 

One very useful application of this statistic is for 
a quick analysis of classroom quiz results. Frequently, 
class size is in the range from 10 to 40 students, and 
by ranking this small set of scores, determining the 
median and calculating c, one quickly has an idea 
about the distribution of the quiz scores. 

In summary, the development and discussion of 
the c-statistic is conceptually quite simple and is 
helpful in developing the statistical intuition of stu­
dents when discussed as a measure of dispersion for 
a sample. Furthermore, it provides a very quick and 
useful initial estimate of the sample standard deviation 
which can be used along with the median to provide 
an idea of the shape of a sample distribution. 
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TABLE 2 

Relative Errors In Estimating s by c 

Sample Size 

Distribution 

5 10 15 20 25 30 40 50 75 100 

u(0,10) .264 .201 .182 .174 .180 .163 .161 .158 .153 .150 

u(0,50) .270 .203 .185 .181 .169 .161 159 .151 .146 .145 

u(O,I00) .278 .189 .187 .173 .162 .171 .156 .145 .145 .145 

n(O,1) .271 .129 .104 .094 .091 .086 .118 .153 .192 .252 

n(50, 1 (0) .239 .141 .101 .110 .099 .073 .094 .169 .192 .252 

n(I00,225) .259 .155 .102 .070 .087 .108 .112 .137 .184 .295 

12(1) .209 .116 .177 .213 .265 .377 .461 .552 .693 .747 

12(5) .236 .126 .111 .141 .134 .155 .187 .266 .333 .441 

12(20) .249 .138 .110 .095 .114 .118 .146 .177 .241 .290 

TABLE 3 


Correlations Between c and s 


Sample Size 

Distribution 

5 10 15 20 25 30 40 50 75 100 

u(0,10) .92 .81 .66 .60 .71 .62 .30 .68 .54 .36 

u(O,50) .97 .81 .66 .64 .62 .43 .42 .32 .59 .30 

u(O,I00) .95 .76 .78 .65 .64 .56 .48 .34 .50 .40 

n(O,I) .97 .90 .87 .74 .73 .81 .72 .57 .67 .69 

0(50,100) .96 .88 .85 .75 .82 .83 .78 .76 .64 .63 

n(I00,225) .97 .87 .83 .90 .78 .75 .72 .73 .64 .62 

12(1) .99 .96 .96 .93 .92 .91 .86 .84 .83 .77 

12(5) .97 .95 .91 .86 .88 .80 .82 .77 .73 .67 

12(20) .98 .94 .89 .78 .85 .78 .77 .76 .71 .55 
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