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ABSTRACT 

The advent of the computer for the construction of predictor equations has made 
dealing with nonlinear variables as easy as dealing with linear variables. Stepwise 
curvilinear regression analysis is a powerful variation of mUltiple regression analysis 
which provides a means of choosing independent variables that construct the best 
predictor model possible with the least number of variables. Thus, a balance may be 
achieved among precision, predictive validity, and economy of effort. 

·Present address: Supreme Court of Virginia, Fifth Floor, 11 South 12th Street, Richmond, 
Virginia 23219, U.S.A. 
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CURVILINEAR REGRESSION 


INTRODUCTION 

One of the most frequently occuring situations 
in applied statistics is the analysis of data consisting 
of observed responses which are dependent upon a 
one-dimensional array of inputs. The problem is to 
construct a predictor modeL The observed responses, 
y, can be represented by a regression equation and is 
a function of the independent responses, x. Most 
frequently the variables are related by the general 
mUltiple linear regression model: 

y= atxt + a 1x1+···+amxm+e 

where: 

y is the one-dimensional array of observed or 
estimated values of some random variable and is 
referred to as the dependent or criterion variable. 

Xj is a one-dimensional array of the known values 
of the independent or predictor variable. 

ai is a parameter of the system which is to be 
estimated from the data. 

e is the one-dime!lsional array which has as ele­
ments differences or discrepancies between correspond­
ing observed and estimated values in the dependent 
variable, y. This is often referred to as the error. 

However, there are several considerations which 
may prove some or all of the independent variables 
to be nonlinear. A graph of the data may give an 
obvious picture of nonlinearity. Simple observations 
may prove the data to be periodic. Until the advent 
of the computer, nonlinear regression was difficult 
to work with and usuaHy ignored. 

Suppes [10] puts forth the following argument in 
favor of nonlinear regression analysis: 

... it is almost as easy to deal with simple nonlinear 
models as linear ones. Exploring alternatives to linearity 
provides excellent insight into the nature of the relations 
between variables ... 

If we think the effects of increase in x or y is proceeding 
at a faster than linear model, we can estimate 'the num­
ber of parameters in a quadratic model. On the other 
hand, if we think the nonlinear increase in y with in­
creases in x is less than linear, we can test the logarith­
mic model. 

It is fantasy that we must always test for linear relations. 

Thus, a general model in the form 
y=ax+e linear 

may become 

y=ax2+e quadratic 

y=a log x+e logarithmic 

y = a sin x + e periodic 

or some combination of these and other nonlinear 
relations. The multiple regression equation, 

y = a tXt 
2+a2 log x2+a3sin X3 +e 

is an example. 

CURVILINEAR REGRESSION ANALYSIS 

This article describes the use of the nonlinear 
technique of regression caned curvilinear regression 
analysis. The most general form of a curvilinear 
regression equation is similar to the linear model. 
It is written as the linear combination, 

y=al1(x1)+al2(x:z}+ ... +amfm(xm)+e 

where: 

y is the one-dimensional array of observed or 
estimated values of the dependent variable. Xi 
is one-dimensional array of the known values 
of the independent variable. 
fj is the function which provides the curvilinear 
transformation of the independent variable xi' 
ai is a parameter of the system which is to be esti­
mated from the data. 

e is the residual array which has as elements differ­
ences or discrepancies between corresponding 
observed and estimated values in the dependent 
variable, y. 

It is possible for some i and j that fj=fj or Zj=Xj, 
but not both. 

The use of such curvilinear regression models is 
appropriate in situations in which the simple linear 
forms of variables are inadequate and in the case 
where a single function is not capable of expressing 
the criterion variables as a combination of the indepen­
dent variables. 

There are situations when a graph of the known 
data and other considerations may indicate the non-
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linear scope of unknown variables. For exampJe, 
a set of responses may be periodic but with an un­
known period. Another example may show a set of 
responses to be increasing to some unknown point 
and then decreasing. Such situations occur reguJarly 
in agricultural, engineering, and pharmaceutical 
studies. 

Given a set of empirical data for which a curvi­
linear relationship is thought to exist among variables, 
the general equation is first generated. Lewis [7] feel 
that this is at best a haphazard process: 

It is apparent that curve fitting is largely a trial-and-error 
process. In a sense, it is an art; it cannot be reduced to a 
set of inflexible rules.There is always room for disagreement 
and for judicious decisions. 

PROGRAM CONSTRUCTION 

The exceptional computational speed and the 
data handling ability of the computer have made 
dealing with nonlinear analysis almost as easy as 
Jinear analysis. Thus, this author wrote a FORTRAN 
based computer program that would: 

1. 	 Tranform the Hnear variables using the FOR­
TRAN functions defined by the system. 

2. 	 Construct a predictor or regression equation 
by stepwise methods. 

3. 	 Output the generated equati on with a statis­
tical analysis of the results. 

The transformational functions include: 

I. 	 AppJying a power function to variables: square 
and cube. 

2. 	 Applying trigonometric functions to appro­
priate variables: sine, cosine, and tangent. 

3. 	 Applying the exponential func1ion with base 
e to appropriate variables. 

4. 	 Applying the natural and base 10 logarithmic 
functions to appropriate variables. 

The program was adapted to the Control Data 
Corporation 6400 series computer. The program 
simultaneously analyses both categorical and conti­
nuous data, but does not transform categorical data. 
It also does not assume that the data is normally 
distributed for each variable. 

Statistical analysis was done by using the predictor 
equation as a full model. Any hypothesis concerning 
relationships between independent variables and 
dependent variable places restrictions upon the full 
model. Thus, any new equation is formed taking 
these restrictions into account. This new equation 
is the restricted model. 

The F statistic is generated to establish regions 
of acceptance or rejection of hypotheses. The equation 

F = (R/ - R:?) / dfJ 

(l - R12) / df2 

R12 is the squared multiple correlation coeffi­
cient obtained from the full model; 

R22 is the squared multiple correlation coeffi­
cient obtained from the restricted model; 

dfl is degrees of freedom obtained by subtracting 
the number of linearly independent arrays of the re­
stricted model from the full model; 

df2 is the degrees of freedom obtained by sub­
tracting the linearly independent arrays of the full 
model from the observations of the dependent variable. 

A number of arrays could be developed in any 
particular study. Additional arrays are generated by 
the program to investigate any relationships between 
independent variables. These arrays are formed as 
the direct product of independent variables under. 

Stepwise regression is done on a combination of 
linear and curvilinear variables in order to achieve 
a 'best' model of the predictor equation. Stepwise 
regression is a powerful variation of multiple regression 
which provides a means of choosing independent 
variables that will provide the best prediction model 
possible with the smallest number of independent 
variables. In this way, a best fit is obtained from any 
set of empirical data. Stepwise regression analysis 
gives a quick and efficient method for establishing a 
near optimum solution. 

The method is best described by relating its use in 
practice. The program recursively constructs a predic­
tion model one independent variable at a time. The 
first step is to choose the single variable which gives 
the best prediction. The next variable added to the 
model is that which provided the best prediction in 
conjunction with the first variable. The method 
proceeds in this recursive fashion adding variables 
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step by step until either the desired number of indepen­
dent variables is obtained from the model or until no 
other variable makes a significant contribution to 
the model. (It should be noted that the variables may 
be nontransformed or curvilinear.) For example, 
consider a specific model obtained from the data of a 
study. A precision model for each criterion was 
produced by specifying that variables be added to the 
model as long as there was an increase in the squared 
multiple correlation coefficient of at least 0.005. It 
is also possible to restrict the number of independent 
variables in the final equation. Thus, the exact choice 
is a user decision. This is essentially an arbitrary 
decision. However, Bormuth [4] has discussed the 
balance which must be achieved among precision, 
predictive validity, and economy of effort in determina­
tion and use of curvilinear regression equations. It 
appears that he is of the opinion that there are no 
general rules for determining the appropriate number 
of variables in the regression equation. At each step 
of the procedure, the program selects the optimum 
variable, given the other variables of the predictor 
model. The program also provides the following 
information: multiple correlation coefficient squared, 
increase in multiple correlation coefficient squared, 
beta weights, and the F-ratio and degrees of freedom 
of the full versus restricted models at each step. 

PRECISION vs. VALIDITY 

When an equation is obtained fromaset of empirical 
data, how well does the equation represent that data? 
If the squared multiple correlation coefficient is quite 
high, it may be concluded that a major portion of the 
variance of the dependent variable is attributable to 
changes in the independent variables and that only a 
small portion is due to other factors. However, the 
results of work by Bormuth cast doubt on whether 
it is possible for a regression equation to simul­
taneously exhibit high precision and predictive accuracy 
For an equation to have high precision, it must contain 
a relatively large number of variables. But if many 
variables are included within the equation, the equation 
would almost certainly lack accuracy of prediction. 
Adding variables to a regression equation also adds 
to the error normally associated with the estimation 
of the beta coefficients. At some fairly early point, 
the error added by each new variable begins to exceed 
whatever predictive validity the variable may have 

added. Bormuth [4] made the following statement 
concerning this difficulty: 

Adding enough variables to obtain a formula having high 
precision will result in a formula having low predictive 
validity. Obviously, some sort of compromise has to be 
reached in a way which is not entirely clear. 

The predictive validity of any model can be deter­
mined by a replication of investigation and construc­
tion of a new regression model. If there is homogeneity 
of the equations, then it is possible to use either model 
for predictive purposes and validity is assured. 

TESTING THE PROCEDURE 

This procedure was used in three major studies to 
evaluate those studies and to determine the effecti­
veness of the computer program and the particular 
method of statistical analysis. The three studies were: 

1. 	 An investigation of computer based instruc­
tion at the University of Virginia School of 
Engineering [1] . 

2. 	 The construction of predictor models for ad­
missions at T.C. Wiliiams Law School of The 
University of Richmond [2]. 

3. 	 A study of the use and evaluation of remedial 
mathematics of Piedmont Virginia Community 
ColJege. 

The first study was conducted to determine the 
effectiveness of computer based instruction in a solids 
of mechanics course. The original statistical analysis 
was done using linear regression. The results were 
inconclusive. The computer program which carried 
out the curvilinear regression analysis was then cons­
tructed. The data was run with the new method of 
analysis with successful results. That is, the method 
of instruction was effective. Predictor equations were 
established and a replication of the investigation 
validated these equations. 

The second study was primarily concerned with 
the development of predictor models for use with 
admissions procedures. The data was collected for 
all students and equations established. To test the 
predictive validity of the equations, a repeated study 
wss conducted. The results again proved the strength 
of curvilinear regression in establishing both precision 
and validity in models as well as evaluation of edu­
cational programs. 
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The last study was an attempt to evaluate develop­
mental mathematics at the community college leve1. 
The method of analysis was by curvilinear regression. 
The results showed that a multi-media approach to 
,teaching remedial mathematics was not as effective as 
traditional instruction. However, the statistical analysis 
and the predictor equations were shown to be valid. 

A full account of the background and computa­
tional aspects underlying these studies is too detailed 
to present here. In all three cases the results proves 
satisfactory. Replications of studies 1 and 2 developed 
new predictor models, and there was homogeneity 
of the curvilinear regression equations. In all cases 
high squared multiple correlation coefficients were 
obtained. That is, the models developed have high 
precision, but according to Bormuth [4] may have 
low predictive validity. However, with the homogeneity 
of equations determined through follow up studies, 
these models are generalizable and have both high 
predictive validity and precision. 

CONCLUSIONS 

The results of the above studies indicate that 
stepwise curvilinear regression analysis and the parti­
cular procedure of the program are effective, efficient, 
and economical means of statistical analysis. However, 
there are broad gaps in the research literature on 
nonlinear regression. Curvilinear analysis should 
become an area of extensive concern to the applied 
statistician. 
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