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t ABSTRACT 

In this paper, we consider the L(f) spaces and characterize their compact subsets. 
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RESULTS ON L(f) SPACES 

INTRODUCTION 

Let f be a real valued function defined on [0, 00) 

having the following properties: 

(1) f(x) 0 if and only if x = O. 

(2) f is increasing. 

(3) f(x+Y)~f(x)+f(Y) for all x, YE[O, 00). 

(4) lim f(x) =0. 
x ....o+ 

Such an f 	 is called a modulus; it is clear that a 
modulus is a continuous function on [0, 00). The space 
L(f) consists of all real sequences (xn) X satisfying 

1 f(lXnl) < 00, this sum being denoted by IXII . 
We will show that (L(f), I II) is a complete metric 
space. The /P spaces 0 < P~ 1 are special cases of Ltf) 
spaces with f(x) = x p

• 

Let C {f:f is a modulus} and H the set of all 
finite sequences; en denotes the sequence which is 0 
everywhere except for the nth component where it is 1, 
and E={en :n=1,2,3, ... }. In this paper we prove that 
L(f) is a topological vector space and characterize the 
compact subsets of L(f), a result which could be 
considered as an extension of the one given in 
Reference [1]. We will also show that there exists no 

C such that L(f) = Hand n [P H. 
p>o 

RESULTS 

Lemma 1. Let fEC, then (L(f), I II) is a com
plete metric space. 

Proof. Let X, Y, Z be elements of L(f), X = (xn), 

Y=(Yn), Z=(zn)· 

(1) If IXI 1=0= Lf(lxnl) thenf(lxnl) =0 so Xn =0 for all 
n. 

Now if X = 0 then Xn = 0 for all n hence f(xn) = 0 for 
all n so IXII=O. 

(2) IX - YII=l:f(lxn- Ynl)=l:f(IYn-xnD IY -XII' 

(3) 	 IX - YI I = Lf(lxn - Ynl) ~ Lf(lxn + IZn - Ynl) 

~ l:f(lxn - znD +f(lzn - Yn I) 
=IX -ZII+IY-ZI I · 

A proof of the completeness is given in Reference [2], 
p. 10. 
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Lemma 2. Let f and g be elements of C, if there 
exists E>O such that f(x)~g(x) for all XE[O,E) then 
L(g)~L(f)· 

Proof. Let X (xn)EL(g), since L(g)~ll see 
Reference [2], then Xn -+0 so there exists N such that 
IXnlE [0, E) for all n ~N, hence f(lxnl) ~ g(lxnD for all 
n~N. 

00 N-l 00 

Now Lf(lxnD~ L f(lxnl) + L g(lxnD 
N 

N-l 

~ L f(lxnl)+IXlg<oo; so XEL(f)· 
1 

Corollary. If c, pE(O, 1) and there exists E>O 
such thatf(x)~xP for all XE[O,E) then IP~L(f). 

Proof. Apply lemma 2 with g(x) = x p
• 

Lemma 3. If g E C, and f is a real-valued function 
and there exists E > 0 such that f(x) = g(x) + x for all 
XE[O,E) thenfEC and L(f)=L(g). 

Proof. The fact that f E C is obvious. Now since 
f(x) ~g(x) for all XE [0, E) then L(f)~L(g) by lemma 2. 

Let X (Xn)E L(g) then X Ezt so 

l:f(lxni)=l:g(lxnl)+l:lxnl < 00. 

-
Lemma 4. Let f E C and X = (Xn)E L(f); if (an) is a 

sequence of real numbers such that an-+O, then 
lanXII-+O. 

Proof. We may assume that lanl ~ L Since f is 
increasing so f(lanxnD ~f(lxnl), but Lf(lxnD < 00, so by 
the bounded convergence theorem 

00 00 

lim f(lakxnl)= L lim f(lakXnl) =0 
k .... oo n= n= 1 k .... oo 

because f is continuous at O. 

00 

Now lim lakX II = lim L f(lakxnl) 
k->oo k->oo n=l 

00 

= L lim f(lakXn I) = o. 
n=l k->oo 

Theorem 1. L(f) with the metric topology is a 
topological vector space over R. 

Proof. It is clear the L(f) is a vector space over R. 

Let T:L(f) x L(f)-+L(f) be defined by 
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T(X, Y) =x +Y and L:L(f) x R ~L(f) be defined by 
L(X, r)=rX. 

We want to show that T and L are continuous. Let 
A and B be fixed elements of L(f). Let E > °be given 
and let c5=!E. Now if IA-Xl f <c5 and IB-Yl f <c5 
then 

IA+B-(X +Y)lf~ IA-Xl f + IB- Yl f <2c5=E. 

So T is continuous. 

Next, let A = (an), r be fixed elements of L(f) and R 
respectively. Since I~ Alf~O by lemma 4, then there 
exists N such that I~ AI f < t for all n~ N. Let 
M= [lrlJ + 1 where [lrlJ is the greatest integer in Irl. 
Also let 

b=min {I, 3~' ~} 
Let X = (Xn)E L(f), r*ER such that 

IX-Al f <c5 and Ir-r*I<c5. 

Since 

r* X -r A=(r* -r)(X -A)+(r* -r) A+r(X -A) 

we have 

Ir* X -rAlf~l(r* -r)(X -A)lf+l(r* -r)Alf+lr(X -A)lf 

= rf(lr* - rl IXn- an I) + rf(lr* - rllanI) 

+rf(lrllxn- an I) 
rf(c5lxn - an I) + rf(c5lanI) 

+rf(lrllxn- an I). 

By our choice of c5 we have 

Ir* X -rAIJ;;;Lf(lx.-a.I)+Lf(~ la. l) 

+rf(([lrIJ + 1) IXn- an I) 

1 
~IX-Alf+IN Al f +([lrIJ+l) IX-Alf 

E 	 E
<3 +3 +([lrIJ + 1)c5 

So L is continuous. 

Lemma 5. H ~ L(f) or all f E C. 

Proof. H ~ L(f) is trivial. Choose XI E (0, (0) such 
that f(x 1) < t choose XkE (0, (0) such that Xk =1= x j for all 

j < k and f(xk)< ;k' this can be done because f is 

continuous at 0 and f(O) = 0. Let X = (xn) then 
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Theorem 2. Hen [P. 
# 	 p>o 

Proof. By Reference [2J, n [P is an F K space in 
p>o 

which E is bounded (see Reference ' [2J for definition). 
By theorem 3.2 in Reference [2J there exists f E.C such 

that L(f) ~n [P. SO by lemma .5, H C L(f) ~n [P. 
p>O 	 # p>o 

Theorem 3. If f E C is such that lim f(x) exists 
,.x ..... o+ X 

and is finite then L(f) = 1'. 

. 	 f(x)
Proof. Assume hm - = M and let X = (Xn)E 1'. 

x ..... o+ X 

Let E> °be given then there exists c5 > °such that if 

XE(~ 6) then If(x) - MI <E so 
x 

If(x)1 < (E + M)x for all XE (0, c5). 

Now X =(X
Il 
)E[1 so xn~O hence there exists N such 

that IXnlE (0, c5) for all n~ N so 

f(lxnl)~(E+M)lxnl for all n~N 

and this implies that 

00 N - l 

rf(lxnl)~(E+M)L IXnl+ L f(lxnl) < 00. 
N 1 

So 	XEL(f). 

Finally since L(f) and [I are F K spaces they must have 
the same topology, see Reference [4J, p. 203. 

Theorem 4. Let f E C, K ~ L(f) then K is a compact 
subset of L(f) if and only if 

(1) 	K is closed and bounded and 

(2) 	 Given E> 0, there exists no = no(E) such that 
rf(xnl) <E, for all X = (Xn)E K, for all n> no and, 

(3) 	 If Pk: L(f)~R is given by 

Pk(X) = Xk, for all X = (Xk)E L(f), 

then Pk(K) is compact, for all k ~ 1. 

Proof. Suppose K ~ L(f) is compact, then (1) is 
clear. 

Since Pk is continuous, then pdK) is compact. To 
prove (2), let E > ° be given, for each a = (ak)E K 
consider 
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so K ~U U(a,E/2), but K is compact, so there exists 
aeK 

a1 =(a~), a2= (a;), ... , aN = (a:), such that 

K~S u(ai'i). so if a=(aJEK 
then there exists ai, 1~ i ~ N such that 

Since I 
C(J 

f(la~1) < 00, for all i, there exists n1 such that 
n=1 

C(J E 

n~i f(la~I)<2· 

So for aE u(ai, ~) we will have 

C(J C(J C(J 

If(Ianl) ~ If(lan- a~1) + If(la~1) 

Now taking no = max ni, then 
1 ~i~N 

C(J 

I f(lail) <E, for all aE K, for all n> no. 
n+1 

Conversely. Suppose (1), (2) and (3) hold, since K is 
closed and L(f) is complete, [2J, it suffices to show 
that K is totally bounded [3]. 

Let E> °be given, then there exist no = no(E) such 
that 

I 
C(J 

f(laki) <E, for all aE K, for all n > no· 
n+l 

Sincefis continuous at °andf(O) =0 we can choose 
E . . 

E* >0 such that f(E*)~-. Now SInce Pk(K) IS a 
2no 

compact subset of R for all k ~ 1, so it is totally 

bounded. So for each k = 1, 2, ... , no there exists 

a~, a~, ... , a~kE piK) such that if 

ak EPk(K) then lak - all <E* 

for some i, 1~i~nk. 

Let Ko = {b: b = (a~l, a~2, ... , a~noo, 0, 0, ... , 0, ... ): 

1~il ~nl' 1~i2~n2'···' 1~ino~nno} 

If a=(ak)EK, then akEPk(K), for all k~1. 

Let bE Ko be given by 

b=(a~l, a1, ... , a~ncf' 0, 0, ... ,0, ... ) where 

lak -a~1 <E*, k = 1, 2, ... , no. 

Now 

no C(J 

la-blf=If(lak-alkl)+ I f(laki) 
1 no+ 1 

So 

K~U U(b, E) 
beko 

but Ko is finite, so K is totally bounded. 
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