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ABSTRACT 

The H OO control problem for linear stationary systems was studied in detail in 
a great number of articles beginning from the work by G. Zames [1]. Nowadays 
different approaches to its solution were proposed. They include spectral methods 
[2], state-space solution [3], polynomial approaches [4, 5]. All these methods are 
based on the main procedure which solves one the following equivalent problems: 
Nehari problem in the spectral method, J-spectral factorization in polynomial 
approaches and Riccati equation for the state-space solution. 

We show in this article that only standard spectral factorization is needed for 
to solve the standard problem of minimization of nonnegative cost function in the 
case of full information. The polynomial approach proposed below is based on a 
polynomial analogue of the Riccati equation. This approach allows one to fulfil 
all operations with initial polynomial matrices only, without their preliminary 
transformations into state-space form or different factorizations. The problem is 
solved also for the general case in which the quadratic form in the cost function 
is not assumed to be nonnegative. 

In the first part of this paper the conditional problem of Hoo-minimization 
H OOis considered. It is reduced to control problems with parameters but 

without additional restrictions. The method of this reduction is based on so-called 
S-procedure which was previously used in the absolute'stability theory [6]. 

Keywords: HOO control problem, polynomial approach, non convex optimiza
tion, Riccati equation. 
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POLYNOMIAL APPROACH TO Hoo CONTROL PROBLEM WITH 
ADDITIONAL CONSTRAINTS 

1 PLANT EQUATION AND COST FUNCTION 

The plant dynamics is described by the equation 

a(p)y(t) =b(p)u(t) + c(p)v(t), 

where p = d/dt is the differential operator, t E [0,(0), the matrix polynomials a(z), b(z), c(z) have degrees 
M, M - 1, M - 1 and dimensions n x n, n x m, n x k respectively. Initial values are assumed to be equal to 
zero. The cost function is defined as 

:F =J~F(y, u)dt, 

where F is a given quadratic form in y and u, 

F(y, u) =y*Qy + u* Ru. 

Without loss of generality matrix Q may be considered to be not degenerate. Indeed, in the opposite case one 
can exclude unnecessary components in the plant equation and the new problem will have a reduced dimension. 

The matrix a(z) is assumed to be a(z) zM 1+ ... + aM so that a(z)-lb(z) -+ 0 and a(z)-lc(z) -+ 0 as 
z -+ 00. 

2 ADDITIONAL MEASUREMENTS 

In applications the plant equation is usually the mathematical model only, so the function vet) may be considered 
as the model error. This function contains systems noises as well as additional dynamics of the plant not taken 
into account in the model. It is natural to suppose that the model error vet) has some additional properties and 
to use these properties in the compensator design algorithm. Below these properties are specified as an energy 
boundedness condition of signals ei(t), 1 ~ i ~ p, connected with the function vet) by equations 

1 ~ i ~ p, 

where di and ei are polynomial matrices of corresponding dimensions and all det(di(z)) are Hurwitz polynomials. 

The functions ei(t) are additional measurements. The upper bounds of their energies may be computed in 
applications during preliminary tests or on-line. In the last case this approach may be used for adaptive control 
design. 

3 ADMISSIBLE COMPENSATORS AND PERFORMANCE INDEX 

The class of all admissible compensators is described by linear equations: 

u =Wy(p)y + Wv(p)v, 

with some transfer functions Wy,Wv for which the closed loop system is stable. 
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Under the conditions y(t) = 0, u(t) = 0, v(t) = 0 for t < 0 it is required to find the minimum of the 
performance index :F with additional constraints on the functions v(t) and ~i(t). The problem is stated as 
follows: to find the conditional minimum 

J = sup {:F I IIvl12 ~ Go, lI~ill2 ~ Gi, 1 ~ i ~ p } -+ min, 
vEL;.)(O,oo ) 

with given constants Gj > 0, 0 ~ i ~ p. Here II ·11 denotes the norm in the space L2(0, 00). The norm in the 
space Hoo will be denoted by 

111(')1\00 = sup{lIl(z)ll, Re(z) > O}. 

4 FREQUENCY CONDITION AND RESTRICTIONS ON RAND Q 

It is well known that the minimum value of the performance index is equal to -00 if the following frequency 
condition does not hold: 

F(a(iw)-lb(iw)u,u) ~ 0 

for any w E R, u E C m • We assume that the strict inequality holds for the plant considered. In particular, this 
implies that the matrix R is positive definite. 

The matrix Q is not assumed to be nonnegative definite. This condition makes the difference between the 
problem considered and the standard HOO control problem [3]. 

5 THEOREM ON S-PROCEDURE 

Let some stabilizing compensator be fixed and 'Y be some positive number. Then according to the definition of 
the performance index J the condition J < 'Y2 may be rewritten in the form 

The following considerations are based on the so-called S-procedure which waS used previously in the absolute 
stability theory [6]. This procedure allows to reduce a condition 

(81) 

where :Fi are quadratic forms in x, 0 ~ i ~ p, to the condition 

P 

3Tl," ., Tp ~ 0 : Vx :Fo(x) ~ E Ti:F;(X). (82) 
i=1 

It is clear that (82) implies (81). But in some problems they appear to be equivalent. In such a problem 
several quadratic inequalities can be replaced by one quadratic inequality that gives a good approach to solve 
the problem. 

Until 1990 the S-procedure was used for p = 1, because only in this case conditions (81) and (82) were 
proved to be equivalent. Then Megretsky and Treil [7] extended this result to the case p > 1 for some classes of 
functions which are used often in the control theory. The formulation of their result needs some definitions. 
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A subspace L ~ L2(0, 00) is called time-invariant if for any x E L, s > b the function x', defined by x'(t) =0 
for t ~ s, x'(t) =x(t - s) for t > s, belongs to L. Similarly, a functional F : L -+ R is called time-invariant if 
F(x') =F(x) for every x E L, s > O. 

Theorem 1 (on S-procedure, (7}). Let L ~ L2(0, 00) be time-invariant subspace, Fi : L -+ R(i =0,1, ... ,p) be 
continuous time-invariant quadratic forms. Suppose that there exists x ... E L such that Fi(X ... ) > 0 for 1 ~ i ~p. 
Then conditions (Sl) and (S2) are equivalent. 

This result was extended in [8] on quadratic functions Fi under the same conditions. It has been used for 
H oo control design for systems with conic nonlinearities and with separate restrictions on plant disturbance and 
measurument noise [9]. 

6 REDUCTION TO THE Hoo CONTROL PROBLEM 

Theorem 1 gives the following result for the problem stated in Section 3: the conditional inequality J < [2 is 
equivalent to the existence of such numbers Ti ~ 0, 0 ~ i ~ p, that it holds 

P 

[2 _ F > TO(CO Ilv112) + LTi(Ci -lleiI12) 
i=l 

or 
p p 

F - TollvW - LTilieil12 < [2 - LTiCi 
i=l i=O 

for any function v E L2(0, 00). Since the LHS of the last inequality equals to zero for v 0, we have 

P 

[2 > LTiCi. 
i=O 

This inequality determines upper bounds for the numbers Ti, 0 ~ i ~ p. The lower bounds can be defined from 
the condition 

p 

F - Tollvl12 LTilleiW ~ o. 
i=l 

Indeed, the LHS is proportional to Ilv11 2 • Therefore it can have a finite upper bound only if it is not positive for 
any function v. This proves the following assertion. 

Corollary 1 . Let an admissible compensator be fixed. Then the performance index is equal to 

Hoo7 CONTROL PROBLEM WITH PARAMETERS 

Let Ti ~ 0, 1 ~ i ~ p, be fixed. The problem of minimization of TO for which it holds 

p 

F - LTilieill2 ~ Tollvll2 
i=l 

obviously coincides with the H OO control problem. 
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This auxiliary H OO control problem has a greater dimension compared with initial problem. The state vector 
in this problem becomes equal to 

and the new cost function is 

i=1 

This quadratic form always changes signs if Ti ~ O. The equation of the extended plant takes the form 

o ) y(t) = (b(P)) u(t) + ( c(p) ) v(t)
D(p) 0 E(p) 

where D =diag(d1 , ... ,dp ), E =column(el, ... ,ep ). 

Denote 

T( Tl, ... , Tp) =inf{TO I sup :i < TO },
vEBL2(O,oo) 

where BL2(0, 00) is the unit ball in the space L2(0, 00). 

Lemma 1 . The minimum of the performance index J is equal to 

Jrnin = min {COT(Tl"'" Tp) + ~ TiCi }.
T>O ~ 
'- i=1 

If this minimum is reached for TP, ... ,T~ and if the compensator 

u(t) =Wy(p)y(t) + L
p 

W€i(p)ei(t) + Wv(p)v(t) 

i=1 


is optimal for the auxiliary problem with TP, ... ,T~ fixed, then this compensator is -optimal for the initial control 
problem too. 

This assertion immediately implies from the corollary 1 if the cost function is minimized first by TO and then 
by Tl," . ,Tp. 

Thus the conditional minimization problem is reduced to the standard HOO control problem with several 
parameters and then to the minimization by these parameters. The complexity of computations rises very 
quickly together with the dimension of a state vector. Therefore it is important to reduce this complexity. 

There are several approaches to the numerical solution of H OO control problem stated in terms "input
output". Below a new approach is proposed which does not include J-spectral factorization or solution to the 
N ehari problem for the standard problem statement (the matrix Q is nonnegative). It contains a usual spectral 
factorization and linear equations only. If the matrix Q is not nonnegative then the J -spectral factorization 
procedure remains, but the dimension of a matrix in this operation is equal to the dimension of the initial output 
vector. In the following Section the standard state-space solution is produced. This solution was presented in 
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[3] for the problem with nonnegative matrix Q. But the S-procedure leads to the problem in which the matrix 
Q changes signs. Therefore the solution is generalized for the case of an arbitrary matrix Q. 

8 SOLUTION TO THE STATE-SPACE Hoo CONTROL PROBLEM 

Consider the plant equation 

x= Ax+Bu+Cv, x(O) = 0, 

where x is the state vector, u is the control, v is the disturbance. It is required to minimize the functional 

JO = sup f~(x*Qx + Ilu11 2) dt 
vEBL2(O,OO) 

in the class of linear compensators of the type 

u(t) = Wx(p)x(t) +Wv(p)v(t) 

with rational functions W:J;, Wv • 

The solution is based on properties of Riccati equations. Let 'Y > O. Define the Hamiltonian matrix 

A 'Y-2CC* - BB* )
H('Y) = ( _Q -A* 

and the Riccati equation connected with H ('Y): 

A* X + XA + X('Y-2CC* - BB*)X +Q = O. 

We need the solution X =X('Y) with the additional condition: A + ('Y-2CC* - BB*)X is a stable matrix, all 
its eigenvalues lie in the LHP. Such a solution is called stabilizing. 

It is not difficult to prove that all eigenvalues of H ('Y) are symmetric with respect to the real axis and to the 
imaginary axis. If they do not lie on the imaginary axis then the half is situated in the RHP and the half - in 
the LHP. Denote by 

a basis of the invariant subspace corresponding to eigenvalues of H ('Y) with negative real parts. If the matrix 
Xl is degenerate then the Riccati equation is proved to have no stabilizing solutions X('Y). If det(Xd f:. 0 then 
the solution X ('Y) exists, is unique and is defined by 

Indeed, it is easy to verify that 

H('Y)X12 = X12(A + ('Y-2CC* - BB*)X) 

and hence the matrix A + ('Y-2CC* - BB*)X is stable. 
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Below dom(Ric) denotes the set of all Hamiltonian matrices H for which det(iwl - H) =F °for all real wand 
det(Xt) =F 0. 

The following classical result is proved in [3] for the problem with the additional condition: Q ~ 0. 

Theorem 2 [9}. An admissible compensator such that JO exists iff the following conditions hold:< ,2 
1) H(i) E dom(Ric), 2) X(i) ~ 0. Under these conditions any admissible compensator which provides JO < ,2 
is defined by the equation 

u(t) =-BB'" X(,)x(t) +G(p)(v(t) - ,-2CC'"X(,)x(t)) 

where G(·) is an arbitrary rational function in the space Hoo with the norm in Hoo less than i. 

Consider the general case: the matrix Q may be not nonnegative definite. It can be shown that a similar 
result is true but the condition 2 must be replaced by the condition 

where X(oo) is the solution of the Riccati equation for the Hamiltonian matrix H(oo) in which the term ,-2CC'" 
is absent. The matrix X (00) corresponds to the usual LQ optimal control problem. Moreover, if the solution 
X (,) exists but the condition X (,) ~ X (00) fails then the matrix of the closed loop system A - BB'" X (,) has 
eigenvalues in the RHP. 

9 REDUCTION OF THE INPUT-OUTPUT EQUATION TO THE STATE-SPACE FORM 

Let the polynomials of the initial plant equation be 

M-I M-I M-I 

M """' ia( z) =z 1 + L..J ai z , b(z) = E biZi
, c(z) = E CiZ i . 

i=O ;=0 ;=0 

Then the plant can be described by the state-space equation 

x=Ax + Bu +Cv, y =e"'x, 

e'" = (0, ... ,0,/). 

The dimension of the vector x is N=Mn. Define the extended vector i; by adding an auxiliary component Xo· 

Also define the corresponding extended matrices with (M + l)n rows: 

Xo 

Xl 

i; = 
XM-I 

XM 

a= 


ao 

al 

c= 
aM-I CM-I 

1 ° 
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1 z1 ... zM 1 1o 1 ... zM- 11 
G(z) = · . . .· . .( · '. 

o 0 0 

It is easy to verify that the vector x satisfies the equation 

x(t) =G(p)ay(t) - G(p)bu(t) - G(p)cv(t) 

and the plant equation takes the form Xo =O. 

For arbitrary quasi-polynomial p(z) ~ P_kZ-k + ... + p,z', k, I ~ 0, define the operation [.]+ of taking the 
polynomial part: 

[P(z)]+ =Po + ... + p,z'. 

Using this notation it is easy to prove that for 0 :5 k :5 M: 

10 POLYNOMIAL ANALOGUE OF THE RICCATI EQUATION 

The solution to the H OO control problem stated in the previous section is based on the Riccati equation 

A· X + X A - XBB· X + "Y-2XCC· X + eQe· =O. (RX) 

Suppose that the inverse matrix Y =X-I exists. Then it satisfies the Riccati equation 

YA· + AY - BB· + "Y-2CC· + YeQe·Y = O. (RY) 

Divide the matrix Y into blocks, each of the dimension N x n: 

Y = (Yo, ... ,YM-d· 

In particular, YM-l=Ye. Denote this matrix by V =YM-l' For any polynomial matrix J(z) of the degree 
1<1 and of the dimension 1<2 x 1<3 we shall denote by j the matrix of the dimension (1<11<2) x 1<3 and with 
constant entries which is a block column of the sequential coefficients of J(z) beginning from the constant term. 
Below the symbol • means transposing and changing the sign of an- argument: J(z)* =J( _z)T. 

Define the matrix 

L(z) = (1, z1, ... , zM-l 1) 

of the dimension M x N. It is easy to verify that 

L(z)B = b(z), L(z)C = c(z), L(z)A = zL(z) - a(z)e·. 

Obviously the matrix polynomial V(z) = L(z)V of the dimension n x n has the degree less than or equal to 
M - 1. Let us multiply the equation (RY) from the left by L(z) and from the right by L(z)·: 

LY(-zL· - ea·) + (zL - ae·)YL· - bb· + "Y-2cc· + V.QV· 

=-Va· - aV· + VQV·- bb· + "Y- 2cc• o. 
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Hence the function V (z) satisfies the equation 

Va* +aV* - VQV* + bb* - ,-2cc* = 0, (PRE) 

which will be called PRE - the polynomial analogue of the Riccati equation. 

We shall show in Section 12 that the equation (RY) has a solution iff the equation (PRE) has a solution. The 
form of the equation (PRE) is very similar to the form of (RY). This is the reason for its name. The dimension 
of the equation (PRE) is equal to the dimension of the output y(t) and it is less than the dimension of (RY). 
Only initial polynomials of the plant equation are included in (PRE). Therefore (PRE) can be considered as an 
analogue to (RY) adapted to the input-output plant equation. 

We shall show in Sections 11 and 13 that the conditions of Theorem 2 can be expressed in terms of PRE 
and its solution V(z). These conditions are: frequency inequality, additional condition on X to be stabilizing, 
existence of X-I, verification of the closed loop system stability. Using these results the general equation of 
suboptimal regulator is derived in Section 14 and an iterative procedure for the performance index minimization 
is described in Section 15. 

11 STABILIZING SOLUTION TO PRE 

The coefficients of the polynomial matrix V (z) are block components of the matrix Y = X-I. Now we give a 
criterion for the solution X to be stabilizing in terms of V (z). 

Lemma 2 . The solution X is stabilizing iff the matrix 

S(z) =a(z) - V(z)Q 

is antistable, i.e. all roots of det(S(z)) are situated in the RHP. 

Proof. It is easy to make sure that matrices A+(,-2CC* -BB*)X and -A-X- 1eQe* are similar. Therefore 
the solution X is stabilizing iff all roots of the polynomial det(zI - A-YeQe*) have negative real parts. Taking 
into account the property 

we obtain 

det(zI - A - YeQe*) = det(zI - A - YM-IQe*) = det(a(z) - V(z)Q). 

This proves the assertion of Lemma 2. 

12 COMPUTING THE MATRIX X-I 

Assume that the polynomial matrix V(z) has been defined from the PRE. Thus, the last matrix column YM-l 
of the matrix Y is defined. We shall show in this section that the rest of columns are linear combinations of the 
components of Y M -1. Let 

Y(z) = L(z)Y = (Yo(z), ... I YM-l(Z)). 
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Multiplying (RY) from the left by L(z) gives 

(Yo(z), ... , YM-l(Z»A* + (zL(z) - a(z)e*)Y + V(z)QV* = b(z)B* -r-2c(z)C"'. 

For every block column we have the equations: 

- V(z)a~ + zYo(z) - a(z)Vo* + V(z)QVo* = b(z)b~ + r-2c(z)c~. 

Yk-l(Z) - V(z)ak + zYk(Z) - a(z)Vk* + V(Z)QVk* b(z)bk + r-2C(Z)Ck' l:S;k:S;M-1. 

The last equation gives a recurrent procedure for calculation of polynomials Yk-l(Z) for k =M 1, M - 2, ... ,1. 
When all these polynomials are expressed in terms of V(z) the first equation turns into the PRE. The solution 
can be written using the operation [.]+: 

l:S;k:S;M-1. 

Substituting formally k = M in this equation we get the identity: YM-l(Z) V(z) but for k = 0 and with 
additional notation Y -1 =0 we get the PRE for V (z). 

Thus, the last equation with 0 :s; k:S; M contains PRE for V(z), notation YM-l(Z) V(z) and the expression 
for all Yk(Z),O:S; k :s; M - 2. 

Define the operation 0 for arbitrary polynomial matrices f( z) and g( z) of appropriate dimensions: 

where j and 9 are block columns of coefficients of fez) and g(z) and the matrix G(z) is defined in Section 9. 

Define the polynomial expression of the matrix Y: 

Y ( z) (Yo (z) I ... , YM-1 ( z)) =L(z)Y. 

Then the following assertion is proved. 

Theorem 3 . Let the solution V(z) of the PRE exist. Then the solution Y of (RY) exists and it is defined by 
the equation 

Y(z) =V(z)(zL 0 a)(z)* + (a(z) - V(z)Q)(zL 0 V)(z)* + b(z)(zL 0 b)(z)* -r-2c(z)(zL 0 c)(z)",. 

This is the expression of all entries of the matrix Y in terms of the initial matrices a( z), b( z), c( z), Q and the 
solution V(z) of the PRE. 

Corollary 2. Consider the extended matrices L(z) = (1, zI, ... , zM 1) and Y(z) = (0, Yo(z), ... ,YM-l(Z». 
Then the definition of V(z), the PRE and the expression for Y(z) can be written as one equation 

Y(z) v(z)(L 0 a)(z)* + (a(z) - V(z)Q)(L 0 V)(z)* + b(z)(L 0 b)(z)* -r-2c(z)(L 0 c)(z)*. 
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13 FREQUENCY CRITERION FOR EXISTENCE OF SOLUTION TO PRE 

Lemma 3 . Let, > 0 and det(Q) =f. O. Then the following conditions are equivalent: 

1. The Hamiltonian matrix H(,) has no eigenvalues on the imaginary axis. 

2. There exists such a solution V(z) to the PRE that the matrix polynomial a(z) - V(z)Q is antistable. 

3. It holds 

(Fe) 

on the imaginary axis. 

Proof. 3 ::::} 2. We can rewrite the PRE in the form 

If z ~ 00 then the signature of the RHS of this equation coincides with the signature of Q. Since the matrix 
in the RHS is not degenerate its signature is constant on the imaginary axis. For the standard problem with 
positive definite matrix Q it is sufficient to fulfil usual spectral factorization: 

with the additional condition: the matrix polynomial TI( z) is stable. After that define 

V(z) =(a(z) - TI(z)*)Q-l. 

If the matrix Q changes signs then such a factorization exists too [3, 5]. It is the J-spectral factorization of 
the matrix polynomial and its dimension coincides with the dimension of yet). 

2 ::::} 1. It follows from Theorem 3 and Lemma 2. 

1 ::::} 3. Straightforward calculations give for 1z 1= 1: 

det(zI - H(,» det(zI - A) det(zI + A* + eQe*(zI - A)-1(,-2CC* - BB*)) 

= det(Q) 1det(a(z» 12 det(Q-l + a(z)-l(b(z)b(z)* - ,-2c(z)c(z)*)(a(z)-1)*) 

det(a(z)Q-1a(z)* + b(z)b(z)* ,-2c(z)c(z)*). 

This completes the proof of Lemma 3. 

It is not difficult to obtain frequency conditions for the general case of an arbitrary matrix Q. If Q is 
degenerate then special linear transformations can be used to reduce the problem to one considered above. 

14 GENERAL FORM OF SUBOPTIMAL COMPENS...ATOR 

According to Theorem 2 the "central" compensator which provides J < ,2 has the form 

u(t) = f{T x(t), f{ = -XB, 

where x is the state vector defined in Section 9. 
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Define the polynomial matrix K(z) =zL(z)K, Using the operation 0 defined in Section 12, one can rewrite 
the compensator equation as 

u(t) =(I{ 0 a)(p)y(t) - (K 0 b)(p)u(t) - (K 0 c)(p)v(t). 

The matrix K satisfies the equation 

YK=-B. 

Multiplying it by L(z) from the left, we have 

-b(z) = Y(z)K = V(z)(K 0 a)(z)* + (a(z) V(z)Q)(K 0 V)(z)* + b(z)(K 0 b)(z)* -1-2c(z)(K 0 c)(z)*, 

Introduce the notation: 

¢y(z) =(K 0 a)(z), ¢u(z) = (I{ 0 b)(z) + I, ¢v(z) = (K 0 c)(z). 

Then the equation which determines the gain coefficients K and the compensator equation can be written with 
the same notation: 

v¢; + b¢: _1-2c¢~ = (VQ - a)(I{ 0 V)*, 

¢u(p)u(t) = ¢y(p)y(t) - ¢v(p)v(t). 

General equation of the suboptimal compensator presented in Theorem 2 contains the term C* X x( t). It looks 
very similar to the term B* Xx(t) and indeed it can be transformed in the same way as above. This leads to the 
following assertion, 

Theorem 4 . Let I > 0 and (Fe) holds. Then any suboptimal admissible compensator with J < 12 if it exists 
is defined by the equation 

¢u(p)u(t) = ¢y(p)y(t) - ¢v(p)v(t) + G(w(y, u, v)), (RI) 

where G is an arbitrary rational matrix function such that IIGlloo < I, 

w(y, u, v) = 'l/Jy(p)y(t) - 'l/Ju(p)u(t) - 'l/Jv(p)v(t). 

The polynomial matrices are defined as 

¢y(z) = (I{ 0 a)(z), ¢u(z) (K 0 b)(z) + I, ¢v(z) (Koc)(z), 

'l/Jy(z) = (K 0 a)(z), 'l/Ju(z) (K 0 b)( z), 1/;v (z) (K 0 c)(z) + I, 

the polynomial matrices I{ =K(z) and K =K(Z) of the degree M are defined by the equations K(O) =0, K(O) =0 
and 

v¢; + b¢: - 1-2c¢~ =(VQ - a)(K 0 V)*, (K) 

V1/;; + b1/;: -1-2c'I/J; = (VQ - a)(K 0 V)*, 

where V =V(z) is the solution of PRE such that the polY'nomial det(a(z) - V(z)Q) is antistable. 
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15 RECURSIVE ALGORITHM FOR SEARCH THE OPTIMAL VALUE OF, 

According to Theorem 2 the optimal value ,min is the infinum of positive numbers, for which the Hamiltonian 
matrix H(,) has no eigenvalues on the imaginary axis and there exists a solution X(,) ::: 0 to the Riccati equation 
(RX). If Q is not nonnegative then the condition X(,) ::: 0 must be replaced by X(,) ::: X(oo). Moreover, if the 
condition X (,) ::: X (00) fails then the "central" regulator u = I<x defined in Theorem 2 does not stabilize the 
system. Combining this property with the conclusion of Theorem 4 we obtain the following assertion. 

Lemma 4 . Let det(Q) # O. Then 

1. The optimal value '~in of the performance index J is equal to the maximal number ,2 for which either 
the polynomial 

has roots on the imaginary axis or the equation (K) has no solution. 

2. If, > ,min then the equation (R) give all stabilizing compensators with J < ,2. If, < 'min and V(z) 
exists then the compensator (R) does not stabilize the closed loop system even for G = O. 

Stability condition for G = 0 together with the inequality (FC) indicates that, > ,min' If one of these 
conditions fails then , ~ ,min' The stability condition can be verified using various criteria, for example, by 
Hurwitz theorem. The alternative way is to compute the matrices Y(,) and Y(oo) using Theorem 3 and to 
verify the condition Y(,)-l ::: Y(oo)-l. The iterative procedure for estimation of ,min can be easily designed 
on the basis of these properties. 

CONCLUSION 

The HOO control problem with full information was stated with additional restrictions of integral type on the 
model error process. Using of the S-procedure allowed to reduce it to the parametric unconditional problems of 
Hoo-optimization. In these problems the cost function appears to be not nonnegative and the dimension of the 
state vector increases together with the numerical complexity. 

A new polynomial approach was proposed to solve these problems. It is based on the polynomial analogue of 
the Riccati equation (PRE). An iterative algorithm is described to find the optimal compensator. This algorithm 
does not use state vector, it contains initial polynomial matrices and the solution of the PRE. This result may 
be used in an adaptive control design. 
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