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ABSTRACT 

The performance of different distance measures, along with different noise 
reduction techniques, on the LPC based, speaker independent, recognition of 
noisy speech is investigated. White as well as colored normally distributed additive 
noise of different levels was used to corrupt the test utterances. The data base used 
to carry out the comparative study consists of the ten Arabic digits 0 - 9. The 
training data were obtained from 800 utterances spoken by 20 different speakers, 
while for the test, 130 utterances were collected from six additional speakers. 
Automatic end point detection based on energy threshold is used for all training 
and test utterances. A fixed end point dynamic programming is used both in the 
clustering and recognition stages. Results of the study show that significant 
improvement in recognition of noisy speech is possible by the appropriate choice of 
distance measure and noise reduction technique. 

The Arabian Journal for Science and Engineering, Volume 19, Number 1. January 1994 46 



M. S. Ahmed and A. M. AI-Marzoug 

COMPARISON OF DIFFERENT SPEECH ENHANCEMENT METHODS 

ON RECOGNITION OF NOISY SPEECH 


l. INTRODUCTION 

There are two quite separate directions in research 
on automatic speech recognition. One concentrates 
on exploring operational methods for applying 
higher level information to the decoding of the 
acoustic ambiguities encountered when recognizing 
larger vocabularies and continuous speech. The 
other explores the practical aspects of speech 
recognizers. This involves concentrating on studying 
the effect of field conditions, such as noise and room 
reverberation, on recognizers designed in the labora­
tory and on how to attain high recognition rates in 
the field. This paper concerns the latter direction, 
where we have considered the noise aspects of 
speech recognition. 

In the design of a practical speech recognition 
system, consideration of the effect of noise on the 
test speech is one of the most important factors. 
Although, in most systems, recognition of noise-free 
utterances can attain a high accuracy rate, the 
presence of noise in the utterances is observed to 
severely reduce the recognition accuracy. The prob­
lem has attracted many researchers [1-5]. The 
approaches taken to improve the recognition accu­
racy may be divided into three classes: (1) designing 
the recognizer to function in a specific noise environ­
ment; (2) pre-processing the signal to remove the 
noise; and (3) use of noise-robust features and 
distance measures. 

Approach (1) tunes either the features or the 
distance measures for a specific noise environment. 
The tuning rule is required to be determined for every 
new situation (i.e. the system requires calibration). 
Approach (2) uses a speech enhancement algorithm 
as a pre-processor. The enhanced speech is then 
subjected to a recognizer designed for clean speech 
recognition. Approach (3) uses features and distance 
measures which are relatively insensitive to the 
additive noise. The latter two approaches are there­
fore more flexible. In order to exploit their full 
power, a comprehensive study of a combination of 
these techniques is needed. 

In this study, the performance of different LPC 
distances, along with different noise reduction tech­
niques, on the recognition of speaker-independent 
noisy isolated utterance is investigated. The LPC 
distances considered are LPC cepstrum [6], two 

forms of asymmetrical log likelihood ratios [7], 
symmetrical log likelihood ratio [7], and symmetrical 
and asymmetrical weighted likelihood ratios [8]. The 
noise reduction techniques considered are simple 
spectral subtraction [9-11], spectral over-subtraction 
with use of a spectral floor [12], spectral subtraction 
with residual noise removal [13], and time and 
frequency domain adaptive minimum mean square 
error (MMSE) filtering [14]. 

In reference [1], the performance of the above 
distance measures and enhancement algorithms are 
studied in terms of the spectral perturbation. It is 
further shown that the use of an enhancement algori­
thm can improve the recognition of noisy phonemes. 
In reference [3], WLR is shown to be a better 
distance measure compared to CEP and LLR in the 
recognition of noisy speech when no enhancement is 
applied. Further, references [1] and [20] pointed out 
the general superiority of MMSE enhancement algo­
rithms compared to spectral subtraction methods in 
matching the spectral properties with the clean 
speech. 

However, a distance measure that is superior for 
noisy speech recognition may not retain its superiority 
in enhanced speech recognition. Even though one 
may conjecture that a combination of distance 
measure and enhancement algorithm that results in a 
smaller distance between the clean and enhanced 
frames of similar sound is a better candidate for 
noisy speech recognition, it may be also argued that 
the enhancement, being a filtering operation, may 
also decrease the distance measure between frames 
of dissimilar sounds by spectral smoothing. The 
recognition accuracy may further be affected by 
error in end point detection of noisy speech. 

In order to arrive at a sound conclusion on the 
effectiveness of distance measures and enhancement 
algorithms for a noisy isolated-word recognition 
system, and to pick up the "best" combination of 
them, a comparative study is needed directly on an 
isolated speech recognition system. The present 
study aimed precisely in that direction. 

The data base used to train the speaker-independent 
recognition experiment consists of four replications 
of the ten Arabic digits zero to nine from each of 
twenty speakers, containing a total of eighty training 
utterances per digit. The reference templates are 
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obtained by applying clustering [15] corresponding 
to each LPC distance function. The data base used 
for the recognition consists of thirteen utterances of 
each digit from an additional six speakers. White, as 
well as colored, normally-distributed noise at differ­
ent levels was added to these test utterances. 

Automatic end point detection based on energy 
threshold is used for all training and test utterances. 
Fixed end point dynamic programming [16] and the 
appropriate distance function are used both in the 
clustering and in the recognition stages. 

2. LPC DISTANCE MEASURES 

One of the advantages of LPC modeling is that it 
allows for computationally efficient frame-to-frame 
distance measures. They are extremely sensitive to 
change in the spectral shape of the speech segment. 
They have been widely used in speech and speaker 
recognition and speech coding. Gray [6] considered 
several properties which the distance measure should 
satisfy. They are: (1) non-negativity; (2) physically 
meaningful interpretation in the frequency domain; 
and (3) computational efficiency. 

The spectrum matching measures considered in 
this study are the LPC cepstrum (CEP) , two forms 
of the asymmetrical log likelihood ratios (LLR-1, 
LLR-2), symmetrical log likelihood ratio (SLLR), 
symmetrical weighted likelihood ratio (SWLR), and 
the asymmetrical weighted likelihood ratio (UWLR). 
CEP is the mean square log spectral difference 
between the LPC power spectrums of two speech 
frames. LLR-1 and LLR-2 are the logarithm of the 
ratios of prediction residuals that results when one 
speech frame is filtered through the inverse LPC filter 
of another frame. This measure also may be given a 
frequency domain interpretation [6], as related to 
the LPC power spectrum ratio integral. Since these 
distances are not symmetric, a symmetrical LLR 
(SLLR) can be obtained by taking their average. 

The above measures do not consider human 
hearing perception. The weighted likelihood ratios 
(WLR) relate the distance measures to human audi­
tory characteristics by weighting the dissimilarities in 
the frequency domain at the spectral peak (or 
formants) to which the human hearing system is 
most sensitive. The symmetrical WLR (SWLR) 
weighs the distance at the peak of both the reference 
and the test frames while the asymmetrical WLR 
(UWLR) weighs the distance only at the peak of the 
reference frames. Since the references are created 

from noise free utterances, this approach puts more 
weight at the clean speech spectral peaks and there­
fore is expected to be noise robust. The distance 
measures used in this study along with the equations 
used for their computation are listed in Table 1. The 
unprimed variables indicate the template parameters 
obtained from the training utterances, while the 
primed variables indicate the corresponding param­
eters of the test utterances. 

3. SPEECH ENHANCEMENT ALGORITHMS 

The enhancement algorithms considered in this 
study are spectral subtraction [9-11], spectral over­
subtraction with use of a spectral floor [12], spectral 
subtraction with residual noise removal [13], time­
domain minimum mean square error (T -MMSE) 
algorithm [14], and frequency-domain minimum 
mean square error (F-MMSE) algorithm [14]. Other 
enhancement algorithms such as comb filtering [17] 
and adaptive noise canceling [18] are not considered 
as they required the computationally demanding and 
error prone step of pitch determination from· noisy 
speech. 

The algorithms considered are very briefly described 
below. In addition, Table 2 shows the parameter 
values used for different enhancement algorithms. 

3.1. Spectral Subtraction Method 

A spectral subtraction method to enhance degraded 
speech is considered by Weiss et al. [9-10] and Lim 
[11]. The algorithm divides the speech into frames 
and subtracts the short time spectral magnitude of 
the noise from that of the noisy speech. The time­
domain speech is reconstructed from the estimated 
spectral magnitude and the unprocessed phase. 
More specifically, the spectral subtraction method 
computes the speech spectrum as 

5(00) = [X(oo)9 - V(oo)9J1/9 (1) 

where 5(00), X(oo), and V(oo) are the DFf of the 
enhanced speech, noisy speech, and the noise respec­
tively. 5(00) is set to zero when Equation (1) is nega­
tive and 6 is a parameter introduced for generality, 
which affords a degree of flexibility. It can be shown 
that the choice 6 = 2 is equivalent to the correlation 
subtraction method. 

3.2. Spectral Over-Subtraction and Use of a 
Spectral Floor 

The spectral subtraction method, although capable 
of reducing the wide band noise, also introduces a 
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Table 1. LPC Distance Measures. 

Abbr. Distance Reference Equation 

CEP LPC Cepstrum [10] 
q 

L (c j 
j=1 

ci)2 

LLR1 Log Likelihood 
Ratio 1 

[11] log p 

'\' A'·,'·L... I I 

1 

LLR2 Log Likelihood 
Ratio 2 

[11] log p 

L Ai'; 
j=1 

SLLR Symmetrical LLR [11] 1jz (LLRI +LLR2) 

SWLR 

UWLR 

Symmetrical Weighted 
Likelihood Ratio 

Asymmetrical Weighted 
Likelihood Ratio 

[12] 

[12] 

q

L (C j ­ ci)('j - 'j) 
;= 1 

q 

(co-c~),~ + L (c;-C'j)'j 
i=1 

Ci !>:. LPC cepstrum coefficient; r; !>:. speech autocorrelation coefficient; 


Ai!>:. LPC autocorrelation coefficient; p !>:. LPC model order 12; q 18. 


Table 2. Parameters in the Enhancement Algorithms. 

Algorithm Ref. Parameter values 

Spec. Sub. [9] 9 = 1, see Equation (1). 

Berouti" [12] 

{ 

ao + 5/v if SNR < -5dB 
a = ao - SNR/v if -5 dB < SNR < 20 dB 

1 if SNR > 20 dB 

~ = 0.2, 9 = 1, a o = 2, v = 20; 
ex spectral overcorrection factor; 
~ spectral floor factor; 
9 == a spectral parameter, see Equation (1). 

Boll [13] 9 = 1, see Equation (1) 
MNR is computed in three successive frames; 
Enhanced signal is further attenuated by - 30 dB if 
SNR < -12dB. 

TMMSE [14] Filter length, 12, see Equation (3); 
Correlation functions are computed from 5 adjacent 
frames with the target frame being at the center. 

FMMSE [14] 'Y 2, see Equation (6); 
PDS are computed from 5 adjacent frames with the 
target frame being at the center. 

SNR = Computed signal to noise ratio in a frame; see [12, 13] 
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new "musical" or "warbling" noise due to the 
presence of remaining spectral peaks. To reduce the 
musical noise, Berouti et af. [12] suggested over­
subtraction of the noise spectrum and introduction 
of a non-zero spectral floor. The over-correction 
eliminates most of the spectral peaks and the use of a 
positive spectral floor fills the deep valley, the 
combined effect of which is to reduce the "musical" 
noise. For guidelines on the over-correction and the 
spectral floor parameters, the reader is referred to 
[12]. 

3.3. Spectral Subtraction with 
Residual Noise Removal 

Boll [13] suggested a method of reducing the 
"musical" noise by measuring the frame-to-frame 
randomness of the noise. The maximum noise resid­
ual (MNR), i.e., the maximum value by which 
the noise spectrum may exceed the average noise 
spectrum, is.computed for each frequency bin. After 
the spectral subtraction, if the MNR in any of the 
frequency bins exceeds the spectral magnitude of 
three successive frames, then the center frame is 
processed further. For implementation details the 
reader is referred to [13]. 

3.4. Time-Domain Adaptive MMSE Filtering 

Minimum mean squared Error (MMSE) was 
pioneered by Wiener [19]. The resulting filter which 
is generally non-causal, tends to suppress the noise 
while leaving the signal relatively unaffected. The 
design of such filters requires both the signal and 
noise to be stationary. Although speech is a non­
stationary signal, the fact that its statistics change 
slowly with time can be used advantageously in 
applying the adaptive MMSE filtering. 

Time-domain adaptive filtering of noisy speech 
exploiting local stationarity is considered by Ahmed 
[14]. The algorithm segments the noisy speech into 
overlapping frames, windows each frame, filters 
each frame by a time domain linear filter, and 
overlap adds the filtered frames. Suitable windowing 
ensures smooth transition of the filter coefficients. 
The filter coefficients are obtained as follows: 

Define the speech, noise, and noisy speech by st1 

Vp and X t such that: 

(2) 

The enhanced speech in each windowed frame is 
obtained as 

r 

St+T = L CiXt - i (3) 
;=0 

with T - rl2 and r the order of the enhancement 
filter. The filt6r coefficients C i are estimated from 

r 

rxs(T+l) = Lc;rxx(i i), 1=0,1, .... ,r, (4) 
;=0 

where rxs(i) = rsAi) = rxx(i) rvii); rxx and rvv are 
the corresponding autocorrelation functions computed 
from the time averages assuming local stationarity. 
Since the system of equations in (4) is topelitz, a 
computationally efficient algorithm may be used to 
estimate C j • Implementation details are given in [14]. 

3.5. Frequency-Domain MMSE Filtering 

Frequency-domain adaptive MMSE filtering that 
is based upon the same principle, but with the filtering 
performed in the frequency domain, is also considered 
in [14]. The algorithm computes the DFT of over­
lapping frames, filters each frame in the frequency 
domain and transforms back to the time-domain 
through an IDFT. 

In each windowed frame, the enhanced speech 
S ( w) is obtained as 

(5) 

where Px ( w) and Ps ( w) are the corresponding power 
density spectra (PDS). Ps(w) is obtained through 
spectral subtraction as 

(6) 

The parameter 'Y adds considerable flexibility in the 
algorithm and is required to obtain a smooth PDS of 
speech. 'Y > 1 corresponds to an over-correction 
which may be used to eliminate the remaining peaks 
and valleys in the PDS computed from simple sub­
traction [12]. An experimentally obtained suitable 
value of 'Y is found as 2. Following the approac.h of 
[20], PAw) and Pv(w) are obtained by averaging the 
squared amplitude spectrum of a few adjacent 
frames, assuming local stationarity. Implementation 
details are given in [14]. 

4. EXPERIMENTAL PROCEDURE 

The ten Arabic digits considered for recognition 
are given as follows: 
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Sifr (zero) Khemsa (five) 
Wahd (one) Sita (six) 
Ithnen (two) Sebea (seven) 
Thelatha (three) Themania (eight) 
Arbea (four) Tisea (nine) 

Four utterances of every word from each of twenty 
male speakers were recorded in a normal laboratory 
environment. The samples were taken from speakers 
of varied accents and nationalities in order to include 
various accents and dialects. These 800 utterances 
were used to train the system. In order to test the 
speaker-independent recognition system another 130 
utterances were created from six additional speakers 
with different accents and dialects who were not 
used for the creation of the training set. The analog 
utterances were band pass filtered between 80-3500 
Hz. A 2.5 s portion of each utterances embedded in 
silence was sampled to obtain 20000 samples. 

All utterances were pre-emphasized using a filter 
of the type 

p(z) = 1- 0.95 Z-l . (7) 

A 12th order LPC modeling with Hamming window 
was incorporated. An overlapping fixed frame length 
of 32 ms with increment of 16 ms was used. In order 
to reduce the number of templates to a manageable 
size, clustering was applied to the training utterances. 
The algorithm of Rabiner and Wilpon [13] was used 
for this purpose. The number of clusters per digit 
ranged between 8 and 13, with the average being 
close to 10. For the clustering of training data and 
the recognition of test utterances, a fixed end point 
dynamic time warping was employed [16]. The 
decision rule to classify the unknown utterances was 
based on a k - nn rule with k 3. Details of the 
word recognition system is given in [21-23]. 

For the enhancement algorithms, 32 ms frames, 
16 ms increment, and Hanning window were used. 
The filter order for the T-MMSE algorithm was set 
to 12. The noise statistics were obtained from the 
average of the first five "silent" frames. 

4.1. End Point Detection of Noisy Speech 

End point detection is an essential step in speech 
recognition. The success of end point detection 
directly affects the recognition accuracy. A number 
of end point detection algorithms well suited for 
speech with high SIN ratio are available in the litera­
ture [24, 25]. They typically use the short time 
energy and zero crossing rates. However, in the case 
of noisy speech they require some modifications. 

For the pre-processor based recognition of noisy 
speech two approaches can be adopted. End points 
may be detected either from the noisy speech or 
from the processed (enhanced) speech. Our investi­
gation has shown that in either of these approaches 
the zero crossing rate does not show any discriminat­
ing pattern when the speech is corrupted with broad 
band noise. On the other hand, the short time energy 
continues to show a discriminating pattern. This is 
demonstrated in Figure 1, where the enhancement 
was done using the T-MMSE algorithm. 

Therefore, only the short time energy was used for 
the end point detection in both the training and test 
utterances. This approach failed to detect the weak 
fricatives at the end. But as the same approach was 
taken for the training and the test utterances this 
problem did not have any detrimental effect on the 
recognition. The short time energy threshold as sug­
gested in [24] was used for the end point detection. 
It was observed that accurate end point detection 
was possible from the enhanced speech by the 
algorithm of [18] without any major modification 
when the T-MMSE and F-MMSE were used for 
enhancement. 

However, the end point detection from the 
enhanced speech was much in error when the spec­
tral subtraction methods were used. This can be 
attributed to the heuristics employed in these ap­
proaches (such as use of an artificial spectral floor, 
residual noise removal, forced attenuation etc). For 
the spectral subtraction methods, end point detec­
tion from the noisy speech yielded a better result, 
although the short time energy threshold required 
modification to adapt to noisy speech. 

For the adaptive MMSE algorithms end point 
detection was done from the enhanced speech using 
the following energy threshold: 

11 = r * (IMX - IMN) + IMN 
12 = 4 * IMN (8) 
ITL = min(Il, 12) 
lTV = 5 * ITL. 

where IMX and IMN are the peak and "silence" 
energies of an utterance. ITL and lTV are the lower 
and upper energy thresholds respectively [24]. r was 
0.023 for the T-MMSE and 0.032 for the F-MMSE. 
For the other enhancement algorithms, the noisy 
speech was used for the end point detection with the 
following energy thresholds: 
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Figure 1 (a). Short Time Energy of the Word Wahd. 
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Figure 1 (b). Zero Crossing Rates of the Word Wahd. 
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11 = 0.027 * (IMX - IMN) + IMN 

12 = 4 * IMN (9) 

ITL = min (I1, 12) 

lTV = 0.15 * (IMX - IMN) + IMN. 


s. RESULTS 

Table 3 shows the recognition result for the noise 
free test utterances. It shows the recognition, mis­
recognition, and rejection scores. The rejection 
threshold for each digit was set equal to the mean of 
the distance between the reference utterances of the 
same digit. It can be observed that SWLR attained 
the highest recognition rate. This may be explained 
from the fact that spoken Arabic has more vowel 
content compared to English and SWLR assigns 
higher weight at the spectral peaks which are the 
most important characteristics in distinguishing 
vowel phonemes. This is consistent with Shikano's 
[8] claim that WLR is a better distance measure for 
vocabularies with high vowel contents. Another 
important observation is the fact that symmetric 
measures performed better compared to the asym­
metrical ones. This is typical for clean speech recog­
nition, where the role of reference and test utter­
ances may be reversed. 

Figure 2 depicts the effect of noise on the recogni­
tion accuracy when the test utterances were corrupted 
with white noise. Although the noise has detrimental 
effect on the recognition rate, the superiority of the 
WLR measures is clearly evident. As the presence of 
noise distorts the LPC spectral model of the test 
utterance, the relative distortion is more in the valleys 
compared to the peaks. This mismatch at the valleys 
causes the LLR and CEP distances to perform 
poorly. On the other hand, WLR gives more weight 
to the peaks and largely overcomes the effect of 
distortion. It can be also observed that asymmetric 
measures that assign weights proportional to the 
reference (clean) spectrum performed better com­
pared to the symmetric measures. Thus UWLR and 

Table 3. Clean Speech Recognition (%). 

Metric Recognized Misrecognized Rejected 

CEP 94.6 5.40 0.00 

LLRI 90.0 9.23 0.77 

LLR2 91.5 8.50 0.00 

SLLR 94.6 5.40 0.00 

SWLR 96.2 3.80 0.00 

UWLR 94.6 5.40 0.00 

M. S. Ahmed and A. M. Al-Marzoug 

LLR1 performed better than SWLR and SLLR 
respectively. 

In the recognition of noisy speech with enhance­
ment, it was observed that all of the methods are 
generally capable of improving the recognition rate 
at high to moderate SIN ratio. Figure 3 shows a 
comparison of different distance measures when the 
noise reduction was carried out with T-MMSE 
algorithm. The improvement on the over all recogni­
tion accuracy and the superiority of the UWLR 
measure is clearly evident. Figure 4 depicts a similar 
comparison but with noise reduction being done by 
Berouti's algorithm (6 1). In this figure the LLR-1 
and UWLR out-performed the other distance 
measures. 

Figures 5 and 6 compare different enhancement 
algorithms when the UWLR and LLR-1 respectively 
were used as the distance measures. The superiority 
of the MMSE algorithms can be observed from these 
illustrations. It was observed that MMSE algorithms 
yielded most satisfactory results with all the distance 
measures. For the LLR-1 measure, Berouti's algori­
thm produced comparable results. Although results 

o 4---------~--------~--------~ 
12 20 28 

SIN (dB) 

Figure 2. Recognition Accuracy in the Presence of White 

Noise. 


80 

60 

§ 40 
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for white additive noise are presented here, high pass 
and low pass additive noise have shown a similar 
trend. In general, the WLR measures outperformed 
the LLR & CEP measures and MMSE algorithms 
outperformed the other enhancement algorithms. In 
addition, the UWLR and LLR1 performed better 
compared to their symmetrical counterparts. Among 
the spectral subtraction methods, Berouti's algori­
thm [7] (with e 1) performed best. A combination 
of Berouti's algorithm and LLR-1 distance measure 
yielded a high recognition score. 

6. CONCLUSIONS 

The performance of different LPC distance meas­
ures and a number of noise reduction algorithms for 
the recognition of noise corrupted speech was inves­
tigated on a LPC based, speaker independent Arabic 
digit recognizer. The noise was additive and normally 
distributed. White and colored noise were used. It 
was observed that, while symmetrical distance 
measures yield better recognition for clean test utter­
ances, asymmetrical ones yield better results for 
noisy test utterances. In general, the WLR measures 

80 

60 

401 
j 
-.-t 
§ 

20 -. SWLR 

.... UI'lLR 

12 20 28 

SIN (dB) 

Figure 3. Recognition Accuracy from Speech Enhanced by 

T-MMSE Algorithm. 


outperformed the CEP and LLR measures when the 
test utterances are noisy. Among the noise reduction 
algorithms, MMSE filtering is found to yield better 
recognition compared to the spectral subtraction 
methods. Among the spectral subtraction methods 
Berouti's algorithm yielded the best results. Combi­
nations of "MMSE (time or frequency domain) and 
UWLR" and "Berouti and LLR-1" yielded the 
highest recognition scores. Further studies are 
underway on implicit noise reduction where the 
noise reductions are applied directly to the features 
extracted from the noisy speech. 

A key factor in realistic recognition of noisy 
speech is the difference in the way humans speak in a 
noisy environment. They tend to speak more slowly 
and clearly, which may have a major effect on the 
recognition performance. Further study could be 
done to investigate this factor by making speech 
recordings in noisy environments. In addition, in this 
paper, like most others, the conclusions are drawn 
from a single experiment (i.e. only one noise 
sequence is added per utterance per SIN ratio), 
which does not provide any confidence interval on 

80 

60 
;; 

1)' 

j 
§ 40 

I 
-.-t 
.jJ 

20 .... UWLR 

0 
I 

12 20 28 
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Figure 4. Recognition Accuracy for Speech Enhanced by 

Berouti's Algorithm. 
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Figure 5. Recognition Accuracy from Enhanced Speech 
Using the UWLR Measure. 

the results. A Monte-Carlo simulation can be done 
to obtain statistics by performing many (~30) 

experiments which will provide the confidence inter­
val on the results and will account for the statistical 
variability. However, to keep the computation to a 
manageable magnitude, the numbers of enhancement 
algorithmsl distance measuresl signal-to-noise ratios 
have to be reduced. A further area of future research 
would be to investigate the combination of speech 
enhancement and the Hidden Markov Model 
(HMM) technique for noisy speech recognition. 
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