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ABSTRACT 

The dark reaction between nitrogen dioxide (N02) , nitric oxide (NO), and water 
to produce nitrous acid (HN02), which plays an important role in smog reactions, 
was investigated. A teflon bag reactor was placed inside a controlled environmen­
tal test chamber. The concentration of N02 was followed as a function of time using 
wet-chemical methods which are readily available and inexpensive. 

The dark reactions were conducted in the temperature range of - 2° to +15°C at 
a pressure of one atmosphere. Initial concentrations of reactant mixtures were 
maintained throughout the experimental study at 132 ppm for both NO and N02 , 

and 50% relative humidity. The remaining gas was nitrogen. 

The experimentally determined Arrhenius expression for the pseudo second­
order rate constant of the rate-determining reaction step is given by: 

k2= 9.9 x 102 exp( -1250IRT) I mol-1 
S-l, 

and a tentative mechanism for the reaction is: 

NO+ N02 ( 
kl 

kl 
) N20 3 (fast equilibrium) 

k2 
N20 3 + H20 T 2HN02 ( rate-determining) 
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KINETICS OF THE DARK REACTION NO+N01+H10 ~ 2HN01 
IN THE GAS PHASE 

1. INTRODUCTION 

One of the important dark reactions of the oxides 
of nitrogen in the atmosphere is the formation of 
nitrous acid (HN02) by the overall scheme: 

N02 + NO + H20 ~ 2HN02• 

During the night, small amounts of HN02 are 
presumed to be formed, even when the concentra­
tion of nitrogen oxides are a few tenths of a ppm. 
When the sun rises, the HN02 is irradiated [1] and 
reacts according to the overall scheme: 

HN02 + hv(below 4000 A) ~ NO + OH· . 

The OH· radical produced is extremely reactive and 
is considered to be one of the key intermediates in 
photochemical smog reactions. 

Even though the HN02 formation reaction is 
considered to be important in smog formation, only a 
few other studies have been reported [2-8]. None of 
these investigators studied the overall reaction in the 
dark; and furthermore, none determined an activa­
tion energy. Some researchers, for example [2], used 
a large excess of nitric oxide NO and varied the 
concentration of N02 and water vapor between 0.5 
and 2.4 mole percent. The reaction was conducted at 
25°C and at 1.0 atmosphere (101325 Pa). They found 
a value for the equilibrium constant of 1.65 atm-1 

and a rate constant for the disappearance of N02 of 
4.3 x 10712 mol-2s-1

• It is this value of the rate 
constant which most air pollution researchers ha~e 
been relying upon to estimate the rate of HN02 

formation when modeling smog reactions, even 
though it is only known at one temperature. 
Unfortunately, such an approach is limited, because 
it does not include the contribution of the dark 
reaction which may be significant in determining the 
initial concentration of HN02 in the photochemical 
formation of OH· radicals [9]. Thus there is a 
pressing need to investigate the contribution of these 
dark reactions. 

In the present research, the dark reaction was 
studied in order to overcome the above limitation. 
The effect of temperature on the rate constant was 
studied, and the Arrhenius rate law was established. 
From this, the activation energy was calculated. 
Throughout the course of this study, the concentra­
tion of water vapor was kept essentially constant (at 

500/0 relative humidity based on 23°C). The initial 
concentrations of NO and N02 were kept constant at 
132 ppm each. 

Wet-chemical methods invented by Saltzman 
[10, 11] for the analysis of N02 were used. The 
Saltzman reagent, which is specific for N02 (color 
change), is a mixture of sulfanilic acid, acetic acid 
N-( I-naphthyl)-ethylenediamine dihydrochloride, 
and distilled water. When N02 is absorbed in it, the 
reagent changes color from colorless to pink. The 
intensity of the color is directly proportional to the 
amount of N02 absorbed. 

Wall effects [5], which are important in reaction 
kinetics, were minimized by using a teflon bag 
reactor. The teflon bag had walls thick enough 
to minimize diffusional exchange with the 
surroundings. 

2. EXPER~ENTAL APPARATUS 

2.1. Environmental Test Chamber 

An environmental test chamber was used to house 
the teflon reactor bag. The two cubic foot chamber 
was equipped with heating and refrigeration 
assemblies to control the temperature in the range 
-5°C to 150°C to within ±0.5°C. 

The test chamber was also equipped with a large 
vacuum pump and an altimeter. The chamber could 
be evacuated to a pressure corresponding to an 
altitude of 200 000 feet. A fan was located inside the 
test chamber near the large and trim heaters to 
maintain a uniform temperature inside the test 
chamber. 

2.2. Teflon Bag Reactor 

A teflon bag, 45.5 cm long x 45.4 cm wide with a 
wall thickness of 0.005 cm, was used to conduct the 
constant volume (and essentially constant pressure) 
batch reaction. Teflon was chosen for its inertness, 
so that wall effects are minimized. Transport of gases 
through the walls of the bag depends on the type of 
gas, its concentration, the temperature, and the type 
of plastic material used [12, 13]. 

Following a procedure suggested in the literature 
[12], the bag was first conditioned to reduce 
diffusional losses. Adsorption of N02 on the bag 
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walls helps in blocking the movement of N O2 and 
NO through the polymer structure. Mass diffusivity 
of NO through teflon had been estimated to be 
2.72x10-7cm2s-1. Based on this extremely low 
value, diffusional losses were neglected. 

Since the reaction between NO, N02, and H20 is 
exothermic, a temperature rise as a result of the 
reaction would be expected. This adiabatic tempera­
ture rise, ~T, was calculated for a concentration of 
NO and N02of 50 parts per million (ppm) each. The 
increase was calculated to be very small, 
~T = 0.OOO6°C, and essentially undetectable. It is 
reasonable, therefore, to assume that the tempera­
ture of the reaction gas mixture inside the teflon bag 
was the same as the temperature inside the test 
chamber. 

2.3. Analytical Equipment 

A colorimeter was used to determine the concen­
tration of nitrogen dioxide from the colored 
Saltzman reagent. The colorimeter had an 
operating range of wavelengths of 325 to 625 nm. 
Special scratch-free test tubes were used to hold the 
color-developed reagents during the absorbance 
measurements . 

Temperature inside the test chamber was moni­
tored using a thermistor placed inside the test 
chamber near the air-circulating fan. A recorder was 
attached to the thermistor, to record the temperature 
continuously. 

3. EXPERIMENTAL PROCEDURE 

3.1. Colorimeter Calibration 

It has been determined [10, 11] that 0.72 moles per 
unit volume of sodium nitrite (NaN02) in aqueous 
solution give the same color intensity as that of 1.0 
mole per unit volume of ~.02 gas. This ratio is called 
the "Saltzman Factor". After selecting the proper 
a.bsorbing wavelength on the colorimeter, 0.0023 g of 
NaN02 was dissolved in 100 ml of distilled water 
(standard NaN02 solution). Graduated amounts of 
0.1, 0.2, ... up to and including 1.0 ml of the standard 
solution were added to ten separate 25 ml flasks. The 
flasks were then filled with measured aliquots of the 
absorbing Saltzman reagent. After 15 minutes, the 
colors were completely developed and the absorb­
ances were measured using the colorimeter. Figure 1 
shows N02 concentration versus absorbance. 
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N02 Concentration (ppm) 
Figure 1. Determination of N02 Concentration From Absorbance. 
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3.2. Known 	N02 Concentration Calibration 

A high-pressure gas cylinder containing a known 
concentration of 1100 ppm N02 in N2 was used 
to prepare known concentration of N02 by dilution 
with N2 in a small teflon bag. The results are also 
shown in Figure 1. The values obtained here are in 
very good agreement with the results obtained using 
NaN02 solutions. 

3.3. Gas Mixture and Water Entry 

The NO-N2 and N02-N2gas mixtures from high 
pressure cylinders were directly metered into the 
reactor bag using flow meters. Water was introduced 
into the bag by saturating a portion of the diluent 
nitrogen. The salturation of nitrogen was obtained at 
23°C by sparging it at low flow rates through a two­
liter long-neck flask filled with distilled water. In all 
experiments, the initial concentrations of water, NO, 
and N02 were 1.63 x 104 ppm (corresponding to 
50% relative humidity at 23°C), 132 ppm, and 
132 ppm, respectively. These initial concentrations 
were obtained by metering into the reactor bag, 
5 liters of water-saturated nitrogen, 3 liters of dry 
nitrogen, 1.1 liters of 980 ppm NO-N2 gas mixture, 
and 1.0 liters of N02- N2 gas mixture. The total 
volume of all the gases was 10.1 liters for each 
experimental run. 

3.4. Sample Analyses 

Each gas sample ~ithdrawn into a 200 ml flask 
from the 'reactor was 10 ml in volume. To prevent 
oxidation of NO to N02, air was purged from each 
flask with pure nitrogen for a period of three to four 
minutes. Prior to stopping the nitrogen flow, 10 ml 
of Saltzman reagent was added. A gas sample was 
then withdrawn from the reactor and quickly injected 
into the 200 ml flask. The flask was shaken gently 
and placed in the dark to prevent any reaction of 
either N02 or HN02 with light via the reactions: 

N02 + hv ~ NO + O· 

HN02 + hv~ NO + OH·. 

After 15 minutes, with occasional shaking, the 
absorbance of the color-developed pink solution 
(corrected for the blank) was measured at a wave­
length of 540 nm using the colorimeter. Triplicate 
runs were made for each analysis. 

4. EXPERIMENTAL RESULTS 

4.1. Conversion Rates 

The experimental results of the analysis of the N02 

concentration versus time for temperatures of -2, 4, 

10, and 15°C are plotted in Figure 2. It is important 
to note that the rate of N02 consumption increased 
with decrease in temperature. 

4.2. The Integral Equation 

For the overall reaction, 

NO + N02 + H20 ~ 2HN02 , 

the order is pseudo second-order, since water was 
always in large excess. The reaction was assumed to 
be first-order with respect to both NO and N02 and, 
hence, pseudo second-order overall. This assumption 
was tested using the integral method. It was found 
that the experimental data did fit overall pseudo 
second-order kinetics very well. If N02 is designated 
by the letter A, NO by the letter B, and HN02 by 
the letter C, the reaction scheme becomes, 

H20, kf
A + B ( k ) 2C . 

r 

The integral equation in terms of the fractional 
conversion X A, the equilibrium fractional conversion 
X Ae , and initial concentration CAo is given by: 

In X Ae (2XAe -1) X A 
2k, (;A' - 1) CAot,XAe-XA 

(1) 

A plot of In 

give a straight line if the actual reaction is indeed 
second-order. A plot of this type for the experimental 
data at 15°C is shown in Figure 3. The slope is given 
by: 

(2) 

4.3. The Overall Measured Rate Constant 

Once the slopes have been obtained from experi­
mental values at different temperatures, then Equa­
tion (2) allows calculation of kr. the overall forward 
rate, 

C 1.63 x 104ppm) , (3)k f H20 k, (CHzO 

Using Equation 3, Table 1 gives values of k f and k at 
various experimental temperatures. 

4.4. N20 3 Equilibrium and the True Rate Constant 

As can be deduced from Table 1, the reaction 
between NO, N02, and H20 has a negative temper-
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Table 1. Calculated Constants from Equation (3). 

kfx 105 KXIQ9
TOC 

(ppm-1min-I) (ppm-2 min-1) 

-2.0 11.8 7.24 
4.0 9.0 5.52 

10.0 5.8 3.56 
15.0 4.8 3.00 

ature coefficient; i.e., the specific rate of reaction 
decreases with increasing temperature, and gives a 
negative energy of activation on an Arrhenius plot. To 
explain this behavior, a fast, exothermic equilibrium 
between NO and N02 is assumed, [2, 14] according 
to the reaction: 

kl 
NO+ N02 ( kl ) N20 3 (fast) (4) 

followed by the reaction, 

140 

120 

-E 
~ 100 
'-' 

c 
0 

..., 80 
I'd 
s... ..., 
c 
I) 60 
u 
c 
0 

U 
40 

ON 
Z 

20 

The measured rate constant k, is then the product of 
the equilibrium constant for the fast step, Equation 
(4), and the rate constant k2 for the slow step, Equa­
tion (5); i.e.: 

where, 

(6) 

so that, 

(7) 

or 

(8) 

Jolly [15] gives values for 11KN 0 at 25, 35, and 45°C; 
2 3 

these values are extrapolated to - 2°C. Table 2 gives 
the results of the extrapolation along with values for 
the true rate constant, k2• An Arrhenius plot for k2 is 
given in Figure 4. 

A Temp= 15 ·C 
0 Temp= 10·C 
(;) Temp= 4 ·C 
0 Temp= -2 ·C 

0------*-----~----~----~----~~----~----~----~----~----~o 	 2 3 4 5 6 7 8 9 10 
Time (hours) 

Figure 2. The Concentration of N02 as a Function of Time at Various Temperatures. 
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4.5. The True Activation Energy 

From Figure 4, the slope of the curve, representing 
log k2 versus 103T- 1

, was found to be -625 K, from 
which the activation energy is calculated by: 

Slope = - EIR , (9) 

giving E= +1250 cal, where R =1.987 cal K- 1mOrl. 

4.6. The True Arrhenius Expression 

The frequency factor ko for the true rate constant 
was calculated to be ko =9.9x 102 (1 mol-Is-I), so 
that the final expression relating the specific rate of 
reaction to temperature is: 

k2 = 9.9 X 102 exp( -1250IRT) . (10) 

5. DISCUSSION AND CONCLUSIONS 

The concentration of N02 as a function of time, 
with temperature, as the controlled parameter, is 
shown in Figure 2. As expected of all third order and 
pseudo second-order reactions, the negative temper-

Hamza K. Asar 

Table 2. Calculated Constants from Equation (8). 

k2 
(I mol-1 S-l) 

-2.0 83.0 100.5 
4.0 52.4 105.0 

10.0 33.1 107.0 
15.0 25.0 115.0 

ature dependence is exhibited by the increasing 
consumption of N02 with decreasing temperature. 
The reaction attained equilibrium faster for higher 
temperatures. Equilibrium was reached after two 
hours at 15°C, and after three hours at -2°C. To 
ensure equilibrium conditions, at all temperatures 
tested, the reactor system was left undisturbed for 
ten hours, and concentrations were determined 
periodically. 

The only reaction product of NO and N02 is N20 3 

[2, 14]. Equilibrium considerations exclude the 
formation of higher valent oxides and oxyacids of 
nitrogen. The N20 3 will react with water vapor to 

3 Temp= 15°C 

2 
N 

c: 

z= X"I- (2X" -1) X" 
X"I - X" 

0~--------~--------~~--------~--------~~--------~
B 20 40 60 80 100 

Time (m in) 

Figure 3. Determination of the Overall Rate Constant, kf' at 15°C. 
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Figure 4. Arrhenius Plot for the True Rate Constant. 

produce both isomers of HNOz, namely, cis-HNOz 
and trans-HNOz• 

Systematic errors resulting from experimental 
measurements were assessed. The major source of 
error is in the measurement of NOz concentrations. 
Errors in these measurements were ± 1 %. Incorpo­
rating these errors in subsequent calculations, it is 
estimated that the activation energy is within 
±90 cal, which is about ±7%. 

At the same temperature, the value of the reaction 
rate constant obtained. in this study compares well 
with values reported in the literature by several 
authors [5, 6, 16]. In fact, the value reported here 
lies within the cited values. In the case of Chan [5], 
where they used a tubular stainless steel reactor with 
a surface to volume ratio of 0.052 cm- I

, the compari­
son is rather good, even though the surface to 
volume ratio used in this study was 0.21 cm- I

, with a 
teflon bag reactor. This is probably due to the fact 
that teflon is one of the least surface-active materials 
known to date. Table 3 summarizes these values 
along with other values reported in the literature. 
Considering the scatter of data in the reported 
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Table 3. Summary of the Reaction Rate Constants. 

Investigator 
Rate constant 

cm6 molecules-I 
Temperature 

K 

Wayne and Yost 1.2 x 10-34 298 
Chan et al. 6.0x 10-38 296 
Graham and Tyler 3.3x 10-38 298 
Kaiser and Wu 4.4 x 10-40 300 
This Work 3.9 x 10-39 298 

literature, this work provides the first measurement 
of the NO + NOz+ HzO ~ 2HNOz reaction as a 
function of temperature. 

The degree to which the reaction occurs by 
homogeneous rather than heterogeneous pathways is 
not exactly known. It is likely that the reaction 
·followed homogeneous kinetics. Kaiser [6] reported 
an upper limit value to the homogeneous reaction 
rate constant. This upper limit postulates that the 
value at 300 K must be less than or equal to 
4.4 x 10-4O cm6 molecules- l

• Comparing all the differ­
ent values reported for the reaction rate constant, it 
is observed that the values obtained in this study 
represent the closest values to the criterion posted by 
Kaiser [6]. 

Previous investigators [5, 14] did not measure an 
activation energy for this reaction; however, they 
predicted a very low value. The actual value for the 
activation energy for this particular reaction is 
1.25 kcal, which is rather low. The experimentally 
determined value of the Arrhenius preexponential 
factor is also low. This could be due to the formation 
of a transition state in which two HNOz molecules 
would form a five-member ring. 

Finally, using the experimentally determined rate 
constant and the assumed mechanism for the dark 
formation of HN02, it is of interest to determine 
what level of HN02 concentration one might expect 
to be formed overnight in a typical smog basin, such 
as the Los Angeles basin [17]. Using typical 
concentrations of NO, N02, and H20 at 0.3 ppm, 
0.3 ppm, and 16000 ppm, respectively, at 50°F, the 
amount of HN02 in the early morning atmosphere 
after 12 h of reaction is then estimated to be about 
0.064 ppm. Since HN02 is a precursor of OH· 
radicals, this estimated concentration of HN02 is not 
insignificant. 
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ABSTRACT 


A speaker-independent Arabic digit recognition system is implemented that uses 
template matching. The system is based upon the LPC parameters as features, the 
cosh measure as frame-to-frame distance, and the procedure of dynamic time 
warping for time alignment between the test and reference utterances. To 
accommodate speaker independency it uses multiple templates per word and the 
k-NN rule as the decision criterion. Four utterances of each digit from each of 
twenty speakers are collected to form a data base of eighty replications for every 
word. The reference templates are obtained from a statistical clustering analysis of 
this data base. Experiments are conducted (1) by varying the number of speakers 
in the training data set and the number of templates per word and (2) considering 
fixed and variable size framing. It is observed that a significant factor to improve 
the speaker independent performance is the number of templates per word. A 
comparison of fixed and variable size framing showed that although the latter is 
capable of reducing the processing time and storage, it yields poor performance in 
acoustically similar words. 
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IMPLEMENTATION OF AN ARABIC DIGIT RECOGNITION SYSTEM 

1. INTRODUCTION 

The problem of isolated word recognition can be 
viewed as a particular case of the classical pattern 
recognition problem which has two phases, the 
development or training phase and the implementa­
tion or recognition phase. 

In the former patterns from known classes are 
used to train the system. In its simplest form, training 
consists of measuring, processing, clustering, and 
storing relevant features of the known patterns. 
Since in their original form, the patterns are usually 
very high dimensional, they are processed in order to 
extract features having discriminatory power. In an 
attempt to remove the effect of variability among the 
different occurrences of the same class, statistical 
techniques are used to cluster the samples during the 
training phase. 

In the second phase, when the system is in use, 
patterns of unknown classes are received which are 
compared with all the stored templates and scores 
are obtained from the comparison. The unknown 
pattern is classified as belonging to a class to which it 
is closest. Thus this phase involves the similarity 
measurements and decision rules. 

To put the isolated word recognition system in the 
above framework three major considerations are 
required (i) the preprocessing and feature selection 
(ii) a distance measure for similarity measurement, 
and (iii) a decision strategy. The analog acoustic 
signal is low pass filtered to remove the high 
frequency components which are not significant for 
recogni!ion. The resulting signal is then digitized at a 
rate greater than twice the cut-off frequency of the 
low pass filter. Automatic algorithms are used to 
detect the end points and usually at this stage, a 
pre-emphasis filtering is applied for spectral 
smoothing. Various features that have been used for 
speech recognition include zero crossing rates, 
energy measurements in different frequency bands 
[1], Discrete Fourier Transform (DFf) [2], cepstral 
coefficients, and the Linear Prediction Coefficients 
(LPC) [3]. Among them the LPC modeling, where 
short intervals of speech comparable to the pitch 
period is assumed as an output of a linear time 
invariant system, has been extensively used because 
of its conceptual and computational simplicity. 

The distance measures used for speech recognition 
are the spectral distances [4, 5], weighted spectral 

distances [6], Euclidean distances [1], and the 
covariance weighted distances [7]. In order to 
compensate for intra- and inter-speaker variations 
and the errors in automatic detection of the end 
points, it is necessary to time align the reference and 
test utterances. One frequently used scheme for time 
alignment is the dynamic time warping algorithm 
which uses dynamic programming optimization to 
select the best alignment [8]. Once a suitable 
distance measure is defined, clustering algorithms 
may be used in the training stage to identfy the 
representative prototype patterns to be stored for 
later use. This helps in making the recognition 
process independent of the speakers [9]. 

The last aspect of pattern recognition involves the 
decision strategy. Typically, the input pattern is 
identified as belonging to the class to which it is 
nearest. In the case of multiple template representa­
tion, some form of nearest neighbor rule may also be 
employed [10]. A rejection threshold may also be 
used in this stage to reject any pattern as being not 
belonging to any of the stored template class. 

Other approaches that differ from the above 
template matching procedures include feature-based 
recognition [11] and event-based recognition [12]. In 
feature-based recognition, the idea is to use various 
features, distributed across time and frequency, 
about various phonetic events and the manner they 
change. In event-based recognition, a time domain 
segmentation algorithm first labels the speech wave­
form into different groups of sound such as stops, 
vowels, fricatives, etc. In the second stage, the 
speech segments are compared with reference tem­
plates of same group. The decision strategy is based 
upon the accumulated distances. 

Relatively little research has been done on Arabic 
speech recognition; the only published results avail­
able are due to the IBM Cairo Scientific Center, and 
to the Electronics and communication department at 
Cairo University. Hashis and others [13] considered 
the recognition of the ten Arabic digits by using a 
number of features such as normalized autocorrela­
tion, linear prediction coefficients, zero crossing 
rates and formants. Their limited experiment with 
two male and two female speakers has shown that 
high accuracy can be attained by the use of any of 
these features when complemented by appropriate 
heuristics. Emmam and Hashis [14] applied the 
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Hidden Markov Models (HMM) to recognition of 
speaker dependent Arabic words. The feature used 
was the energy values in twenty critical frequency 
bands on the Mel scale. It has been shown that with 
adequate training high recognition can be achieved 
using this approach. 

A successful speaker independent isolated word 
recognition system should be capable of recognizing 
words from a variety of speakers with varied dialects 
and accents. In this paper, the implementation of a 
speaker independent isolated word recognition 
system for the Arabic digits zero to nine is presented. 
A total of twenty-six speakers with different accents 
and dialects have been used to train and test the 
system. The system is based on LPC parameters as 
features [3], the cosh measure as the distance 
function [5], the dynamic time warping for time 
normalization [8] and k-NN rule for decision crite­
rion [10]. Speaker independency of the system is 
incorporated by generating multiple reference tem­
plates from statistical clustering analysis. A number 
of experiments have been conducted on the system 
to study the effects of (1) speaker size in the training 
phase; (2) number of reference templates; and 
(3) the fixed and variable size framing [17]. 

The organization of the paper is as follows. Section 
2 describes the implementation of the system 
including data collection, preprocessing, feature 
extraction, template generation, and recognition. 
Section 3 reports the recognition experiments and, 
results. Section 4 includes the conclusion. 

2. EXPERIMENTAL IMPLEMENTATION 

This section is devoted to the description of the 
experimental implementation of the Arabic digit 
recognition system. 

The ten Arabic digits considered for recognition 
are given as follows: 

Sifr (zero) Khemsa (five) 
Wahd (one) Sit a (six) 
Ithnen (two) Sebea (seven) 
Thelatha (three) Themania (eight) 
Arbea (four) Tisea (nine) 

2.1. Analog Data Collection 

Four utterances of every word from each of twenty 
male speakers were recorded in a normal laboratory 
environment using a Sony Stereo Cassette Recorder 
on metal cassettes of frequency response in the range 
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of 60-13000 Hz. The samples were taken from 
speakers of varied accents and nationalities in order 
to include various accents and dialects. These 800 
utterances were used to train the system. 

In order to test the system three sets of utterances 
were used: (1) the training utterances not selected 
for the reference templates; (2) 120 additional utter­
ances created from twelve of the speakers used in the 
training set; and (3) another 130 utterances created 
from six additional speakers of different accents and 
dialects who were not used in the training stage. 

2.2. Digitization 

The analog utterances were band-pass filtered 
between 80-3500 Hz. The filtered signal was then 
digitized at 8 kHz using a Tecmar PC-Master AID 
converter installed on an IBM PC-XT at 12 bitsl 
sample. A 2.5 s portion of each utterance imbedded 
in silence was first sampled to obtain 20000 samples. 
The sampled speech signals were played back using a 
DIA converter and a speaker. A sliding window of 
length 8192 samples (1.025 s) was then used to zoom 
in on the required speech utterance. This semi­
automatic procedure was a first step in the end point 
determination of the utterances. 

2.3. Data Transfer 

Since the recognition system was implemented on 
an IBM 3033, the data was transferred from IBM PC 
to the mainframe using the IRMA interface card. A 
program was written to handle this data transfer as 
the IRMA data transfer software was found to be 
inadequate for binary data transfer both in speed and 
in maintaining the data integrity. 

2.4. Preprocessing and Feature Extraction 

The preprocessing steps required for the system 
were end point detection, pre-emphasis, framing, 
and windowing. Figure 1 depicts the sequence. 

2.4.1. End Point Detection 

The end-point dete,ction was based on an algori­
thm proposed by Rabiner and Sam bur [14] that uses 
energy and zero crossing computed for every 10 ms 
of speech. It obtains statistical information about the 
background acoustic environment from the first part 
of speech to establish the threshold values. The 
algorithm initially uses the energy threshold to 
establish the tentative end points and then uses the 
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Figure 1. Block Diagram of the Feature Extraction in FFS. 

zero ct:ossing threshold to refine the end points. The 
refinement accounts for the presence of fricatives at 
the ends. 

2.4.2. Pre-Emphasis 

All utterances were pre-emphasized using a filter 
of the following type. 

p(z) = 1-0.95 (1) 

where z is a unit advance operator. The use of the 
pre-emphasis filter enhances the high frequency 
components of the speech wave. The high frequency 
enhancement of speech partially cancels the glottal 
shaping function and emphasizes the vocal tract 
characteristics. 

2.4.3. Framing 

In order to extract features, the discrete signal 
sequences were required to divide into small units, 
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called frames. Frame sizes of 10-45 ms have been 
used in the implementation of various Isolated Word 
Recognition Systems (IWRS). In our study over­
lapping frames of length 32 ms and increment of 
16 ms were used. 

An obvious shortcoming of blocking the speech 
signal at a fixed rate is that no advantage is taken of 
the similarities that may exist between neighboring 
frames. In variable length framing the speech signal 
is framed at fixed length to start with and then 
neighboring frames are compared with one another 
and merged to give longer frames if they are found 
to be sufficiently similar. The idea has been 
implemented for variable speech coding in speech 
transmission [17] and speech recognition [17-20]. In 
the present study both fixed and variable length 
framing were implemented. In the variable length 
coding the average number of frames per utterance 
was observed to be about half of that in fixed length 
framing. 

2.4.4. Windowing 

The framing operation introduces an implicit 
rectangular windowing whose effect in the time 
domain is to create discontinuities at the boundary 
points. In the autocorrelation method of linear 
prediction, where the signal is assumed to extend 
from - 00 to + 00, the abrupt changes at the boundary 
points create spectral distortion. A windowing opera­
tion to taper the data at the end points and thus 
cause smooth transition is required. The window 
employed was the Hamming window [21]. 

2.S. Feature Extraction 

Various features that have been used in IWRS can 
be broadly classified as either time-domain or 
frequency domain features. Although the time­
domain features such as zero crossing rates and 
fundamental frequency of voiced sounds can be 
derived easily, the parameters more frequently used 
are the frequency domain features, as they provide 
better insight into the relationship between the 
speech signal and the manner of its articulation by 
the vocal organs. Consequently, short-time spectral 
representations such as the LPC, filter bank outputs, 
DFT features, and cepstral coefficients have found 
wide use. Some of the overriding considerations in 
the selection of features are the goodness of 
representation, efficiency, minimality and, ease of 
extraction. 
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2.5.1. Linear Prediction Modeling 

In the present study, LPC features were used. In 
LPC modeling, speech is assumed as an output of an 
all-pole digital filter excited by an impulse train for 
voiced speech and by white noise for unvoiced 
speech. The all-pole filter may be expressed as: 

Xk = L
P 

aiXk-i+ek 
;=1 

with A(z-l) L
p 

a j and ao = 1 ; 
i=O 

where ai' i = 1, 2, ... , p are the LPC parameters or 
simply LPC's, ek is the excitation function and Xk is 
the speech sequence. A particularly interesting 
aspect of this modeling approach is that the speech 
spectral estimation is reduced to the evaluation of 
the LPC which using the autocorrelation method 
reduces to solving a set of simultaneous equations for 
which an efficient algorithm exists [22]. 

There exist efficient distance measures for com­
paring two speech sounds that are represented by 
their LPC parameters. It will be discussed in the next 
section that one measure depends on the error 
residual of the linear prediction method which in the 
autocorrelation method is obtained as a byproduct of 
the Durbin's [22] algorithm which substantially 
decreases the computational load of evaluating the 
distance between two frames. 

An appealing characteristics of the LPC's is that 
the entire analysis is performed in the time-domain. 
In this study a 12 order LPC modeling was 
conducted. The relevant features stored for each 
frame were the autocorrelation coefficients of the 
data, autocorrelation coefficients of the LPC's and 
the least sum squared residual of LPC modeling [4]. 

2.6. Similarity Measurement 

The matching of utterances to establish their 
closeness is a fundamental aspect of speech recog­
nition. In fact, a major consideration in the selection 
of features is the requirement that the feature space 
allows for a definition of a distance measure. In the 
case of IWRS, the features are usually a time­
sequence of vectors derived over short-periods of 
time. Since the two utterances to be compared are 
generally of unequal length, there is the added 
requirement of defining a matching procedure for 
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this time vectors. Such a need, in the context of 
speech, arises due to the variability inherent 
in speech utterances. Hence, similarity measure 
becomes a three-step procedure, firstly the definition 
of a distance measure between two frames of speech, 
secondly having such a measure the establishment of 
a procedure to match two utterances that are of 
different time duration, and thirdly application of a 
decision rule to classify the unknown pattern. In 
addition to these, a clustering step may be employed 
during the training stage to accommodate the 
intra-speaker variability. 

2.6.1. Distance Definition 

It is possible to define distance functions both in 
the temporal and spectral domains. Different 
distance measures used in pattern recognition 
application include Euclidean distance [1], weighted 
covariance or Mahalanabish distance [71, and various 
spectral distances [5, 6]. The spectral distances are 
found to be most useful in speech recognition. 
Another distance measure suitable for LPC-based 
speech recognition is known as the log likelihood 
ratio originally proposed by Itakura [4] in which two 
utterances are compared by computing the ratios of 
linear prediction residual energy of the frames when 
they are passed through the inverse LPC filter 
derived from one of them. What follows that given 
two speech frame sequences [xo, Xl,,,,, xN-d and 
[Yo, Yl,"" YN-tl and the corresponding LPC models 
lIA(Z-I) and lIB(Z-I) respectively, the four possible 
prediction residual energies E~, E~, E~, and E1 may 
be computed as shown in Figure 2. 

Itakura [4] defined two likelihood ratios as 

d EX/EX and d' = EY/EY (3)b a a b 

which can be utilized as dissimilarity measures 
between frame X and frame y. The individual 
measures however are not symmetric. In order to 
obtain a symmetric measure their geometric mean 
may be taken, which can be shown to be related to 
the cosh of their spectral distance [15]. In order to 
obtain the distance in the decibel scale, the following 
distance was considered 

d(A, B) = log(dd')112 = (log d+ log d')/2. (4) 

The computation of the distance however does not 
require explict filtering. An efficient computation of 
the likelihood distances is available due to Itakura [4] 
and is given as: 
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Figure 2. Four Possible Residuals From Two Frames. 

p 

E X= a L ra(i) rx(i) 
j= -p 

p 

EX -b ­ L rb(i) rAi) 
i=-p 

EY = a t ra(i) ry(i) 
i= -p 

p 

and E1 L rb(i) ry(i) (5) 
i= -p 

where ra(i) and rb(i) are the autocorrelation sequ­
ence of the coefficients of A(Z-l) and B(Z-l), rAi), 

and ry( i) are the corresponding data autocorrelation 
coefficients and p is the LPC order. For details the 
reader is referred to references [4, 23]. 

2.6.2. Time Alignment 

Generally, speaking rates vary considerably not 
only among different speakers but also among 
different utterances of the same word spoken by one 
speaker. As a result, different utterances of the same 
word may assume unequal lengths. This creates some 
difficulty in speech recognition. The problem 
becomes worse due to errors in end point detection. 
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The time alignment step is used to accommodate this 
problem which selects an optimal correspondence 
between the frames of the training and recognition 
utterances. 

There are various approaches to achieve the time 
normalization which include the linear time align­
ment [1], alignment based on event matching [12], 
and dynamic time warping [8]. Among them the 
dynamic time warping method that employs the 
dynamic programming to match two utterances by 
optimizing the overall accumulated distance in a 
constrained path is found to be most successful in 
speech recognition. The optimization is carried on 
subject to three kinds of constraints. 

A boundary constraint is enforced to align the end 
points, a monotonicity constraint in the alignment 
function is imposed since the speech samples are 
strictly ordered in time due to its physical nature, and 
a slope constraint in the alignment function is 
introduced which accounts for the local variations of 
speech wave form but disallow those distortions 
which are not physically possible. A widely and 
successfully used constraint assumes that one frame 
of an utterance cannot be assigned to more than two 
consecutive frames of the other utterance which is 
equivalent to constrain the slope of the alignment 
function between 1/2 and 2 [24]. A further considera­
tion in the distance calculation is the selection of a 
weighting function. The usual approach is to divide 
the accumulated distance by the number of frames of 
the reference utterance which reflects the average 
interframe distance between two utterances. In our 
implementation a fixed end point dynamic time 
alignment algorithm was used. 

2.6.3. Clustering 

The purpose of clustering is to choose a small set 
of templates that can be used to represent a large 
number of replications ,of each word in the vocabu­
lary. It is an essential part of all pattern recognition 
systems that are based on the statistical behavior of 
patterns. In particular, when the set of patterns of a 
given object can be partitioned into a number of 
close clusters, it is possible to represent these 
patterns by one pattern representative of the set. 

Some of the popular algorithms for clustering are 
the k-means and ISODATA algorithms [10]. 
However, a more suitable algorithm for use in 
speaker independent speech recognition is designed 
by Rabiner and Wilpon [9]. The algorithm proceeds 
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sequentially at each step by identifying a cluster 
center, removing the identified cluster center from 
further considerations and repeating the procedure 
until all the patterns in the original set have been 
associated with some cluster centers. This algorithm 
was used in our implementation. 

2.6.4. Decision Strategy 

This refers to the set of rules applied to classify an 
unknown utterance. Simplest of these is the nearest 
neighbor (NN) rule, where minimum of the distance 
is used to classify the utterance. This rule is effective 
when single template representation is used. For the 
multiple template representation a more sophisti­
cated algorithm is the k-NN rule where for each class 
the average distance of k-nearest templates to the 
input is evaluated and the minimum of these 
averages is used to classify the input utterance. 

In order to avoid system errors with utterances not 
belonging to the system, a rejection threshold may 
be used such that whenever the computed minimum 
distance exceeds the threshold, the system rejects the 
utterance. During the distance evaluation, computa­
tion can be abandoned when the accumulated 
distance exceeds a value corresponding to the 
threshold. This procedure reduces the computational 
load. 

2.7. Operational Modes 

The system was designed for three operational 
modes. Figure 3 illustrates the software consider­
ation. Three modes consisting the training, 

Test 
Samples 
Training 

Mode 1 

Training 

Samples 

Mode 3 

Recog­
nition 

i£cision 

Figure 3. Block Diagram of the Software. 
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clustering, and recognition were incorporated. In the 
training mode, preprocessing and feature extraction 
steps were included. For every training utterance two 
files were stored. The first one contained the LPC 
autocorrelation coefficients and LPC least sum 
squared residual, and the second one contained the 
data autocorrelation coefficients. 

In the clustering mode, a clustering algorithm was 
run to obtain a reasonable number of cluster centers 
as representative of each class. The clustering 
algorithm proposed by Rabiner and Wilpon [9] was 
used for this purpose. The distance between the 
training utterances required for the algorithm were 
the average frame to frame cosh measure computed 
through a fixed end point dynamic time alignment. 
The clustering algorithm rejected any cluster center 
that contain only one pattern. 

In the recognition mode, the unknown test 
utterances were dynamically time warped [8] against 
all stored templates. The distance function used was 
the cosh measure. The decision strategy used was 
k-nearest neighbor (k-NN) rule. Details of each of 
these stages are given in Hagos [23]. 

3. RESllLTS 

This section describes the results which include 
various observations during the training, as well as 
the recognition stages. 

3.1. Clustering 

The user-supplied inputs to the clustering algori­
thm . were a distance threshold T depicting the 
maximum intra class distance and a maximum 
iteration count Km to limit computation. Suitable 
values of Twere found as 0.6 and 0.5 respectively for 
the Fixed Frame Size (FFS) and Variable Frame Size 
(VFS) implementations. A suitable value for Km was 
found as 5. The clustering algorithm rejected any 
cluster center that included only itself in the cluster 
set (called outliers). 

Table 1 shows the results of clustering algorithm. 
In general inter utterance distances for VFS were 
smaller than those of FFS method. This was due to 
the relatively smaller number of frames in the former 
which necessitated the use of a smaller threshold 
parameter T in it. It can be also observed that, in 
general, the number of cluster centers in VFS is large 
compared to that of FFS (except for rrisea/). This 
exceptional behavior of /Tisea/ was due to the 
presence of large number of outliers in the case of 

Table 1. Results of Clustering Algorithm 

FFS 	 VFS
Digit 

Number of Clusters Number of Clusters 

Sifr 11 13 
Wahd 11 15 
Ithnen 12 13 
Thelatha 11 12 
Arbea 11 12 
Khemsa 10 12 
Sita 9 11 
Sebea 9 11 
Themania 11 15 
Tisea 14 11 

VFS. In order to obtain meaningful comparison 
between the two methods, the number of clusters in 
the VFS method were made at most equal to those of 
the FFS method by discarding the cluster centers 
with the smallest number of patterns in the cluster 
set. 

3.2. Recognition 

The system was tested using three test· sources. 

1. 	 From the 800 training utterances, 109 for the FFS 
and 105 for the VFS were selected as reference 
templates. The remaining 691 for the FFS and 695 
for the VFS formed the first test group. 

2. 	 A second batch of test utterances was created 
from 12 of the speakers used in the training 
phase. 120 new utterances, one utterance per 
word from each speaker was collected. These 
utterances were not included into the training 
data. 

3. 	 A third group of test utterances was formed from 
6 additional male speakers of varying accents and 
dialects not used in the training stage. Two 
utterances for each word from five speakers and 
three utterances for each word from the sixth 
speaker gave a total of 130 test utterances in this 
batch. It is to be noted that only this source 
provides any real test of a speaker-independent 
system. The earlier two sources were used to test 
the training. 

Each of the test utterances were dynamically time 
wrapped against all the stored reference templates. 
The decision strategy adopted was the k-nn rule 
where k was set to 3. A rejection threshold for each 
digit was also used and was set equal to the mean of 
the distances between utterances of the same digit. 
Table 2 depicts these threshold values. 
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Table 2. Rejection Thresholds for the 3.2.1. Experiments With Different Test Sources 
Two Implementations The recognition results for different test sources 

Word FFS VFS are shown in Table 3 while the summary (the overall 

Sifr 0.892 0.783 recognition result) is displayed in Table 4. Tables 5 

Wahd 0.899 0.754 and 6 depict the confusion matrices for the misrecog­

Ithnen 0.946 0.856 nized words in FFS and VFS implementations 

Thelatha 0.826 0.703 respectively. 

Arbea 0.841 0.744 A comparison of the two methods FFS and VFS in 
Khemsa 
Sita 
Sebea 

0.809 
0.757 
0.749 

0.675 
0.691 
0.747 

Table 4 shows that the former method is, in general, 
superior when the overall performance is considered. 
More careful examination of Table 3 however shows 

Themania 
Tisea 

0.869 
0.894 

0.753 
0.748 

that recognition improves in the VFS method in 
some cases while there is marked degradation in 

Table 3. Recognition Results (%) 

Test Type 1 Test Type 2 Test Type 3 
(Training Patterns) (12 Utterances/digit) (13 Utterances/digit) Digit 

FFS VFS FFS VFS FFS VFS 

Sifr 97.1 97.0 83.3 75.0 76.9 76.9 
Wahd 94.2 97.0 91.7 91.7 100.0 92.3 
Ithnen 92.7 91.0 91.7 100.0 100.0 92.3 
Thelatha 93.3 95.6 91.7 100.0 100.0 100.0 
Arbea 94.9 94.1 91.7 75.0 100.0 92.3 
Khemsa 97.1 92.7 91.7 91.7 100.0 100.0 
Sita 93.0 94.2 100.0 100.0 84.6 100.0 
Sebea 93.0 92.8 100.0 83.3 92.3 92.3 
Themania 93.0 95.4 91.7 100.0 92.3 100.0 
Tisa 100.0 95.5 100.0 100.0 100.0 100.0 

Table 4. Overall Recognition Results (%) 

FFS VFSTest 
Type Recognize Reject Misrecognize Recognize Reject Misrecognize 

1 94.8 1.2 4.0 93.5 1.9 4.6 
2 93.4 0.8 5.8 91.6 1.7 6.7 
3 94.6 0.0 5.4 94.6 0.8 4.6 

Table S. Confusion Matrix of Misrecognized Utterances for FFS 

Misrecognized 0 1 2 3 4 5 6 7 8 9 

Sifr 7 2 1 1 3 
Wahd 2 2 
Ithnen 6 1 2 1 2 
Thelatha 3 1 1 1 
Arbea 4 4 
Khemsa 2 1 1 
Sita 5 1 4 
Sebea 6 5 1 
Themania 5 4 1 
Tisea 0 

Total 40 6 0 0 2 7 0 1 11 1 12 
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Table 6. Confusion Matrix of Misrecognized Utterances for VFS 

Misrecognized 0 1 2 3 4 5 6 7 8 9 

Sifr 7 1 1 1 1 2 1 
Wahd 1 1 
Ithnen 7 1 2 4 
Thelatha 1 1 
Arbea 7 7 
Khemsa 1 1 
Sita 2 1 1 
Sebea 7 2 4 1 
Themania 3 1 1 1 
Tisea 10 1 1 8 

Total 46 2 0 3 6 4 2 9 12 6 2 

other cases. While FFS resulted in a perfect score for 
the word ITisea/, VFS yielded the poorest score, 
perhaps due to loss of valuable information. On the 
other hand, merging frames in IWahd/, ffhelatha/, 
and IThemaniai by VFS removes redundant informa­
tion improving the recognition rates. 

From Tables 5 and 6 the confusion between the 
acoustically similar words IArbeal and ISebea/, and 
ISital and ITiseal is evident. Figure 4 shows the 
distance distribution from the reference templates of 
ISital to the training utterances of ISital and ffiseal 
for the FFS and VFS methods. The Figures demons­
trate the overlap between the two words especially in 
the VFS explaining frequent mis-recognition of 
ffiseal as ISitai. Another reason of the bad perform­
ance of ffiseal in the case of VFS was the rejection of 
large number of outliers from the cluster centers. 
Which was a direct consequence of lose of valuable 
information in VFS coding. Perhaps this confusion 
can be "reduced by using weight in the distance 
function to different phonemes of the word. Such an 
approach is suggested in Lee [12]. 

3.2.2. 	 Experiments on the Number of Speakers for 
Training 

To see the effect of number of speakers in the 
training phase two experiments were performed. In 
the first one the number of speakers in the training 
phase were taken as 5, 10, 15, and 20. The average 
number of templates per digit were decided by a 
constant threshold parameter T. Table 7 shows the 
recognition results when FFS and test source 3 were 
used. 

In the second experiment the same number of 
speakers as in the preceding experiment were used in 
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the training phase but the average number templates 
in each case was fixed to 10. Table 8 shows the 
recognition results for FFS implementation with test 
source 3. 

Although the test sample size was small (130 
utterances), the steady increase in recognition rate 
with the increase in speaker population of the 
training set is clearly evident from Table 7. However, 
Table 8 shows that the steady increase in recognition 
result is more due to the number of stored reference 
templates and not due to the increase in number of 
speakers. Although, it is expected that recognition 
accuracy of a speaker independent system should 
increase with more training speakers, the results of 
Table 8 perhaps indicate lack of consistency in the 
repetitive utterances of the training speakers. All our 
speakers were untrained junior undergraduate 
students. Therefore a significant factor to improve 
the performance of speaker independent recognition 
systems for untrained speakers can be considered as 
the number of multiple templates in the reference 
pattern. 

4. CONCLUSION 

A speaker-independent Arabic digit recogniti~n 
system is implemented and tested. A total of 
twenty-six speakers of varying accents and dialects 
have been used in the training and test of the system. 
The system used LPC parameters as features, the 
cosh measure as frame to frame distance, a fixed end 
point dynamic programming for time warping and a 

statistical clustering analysis to select the reference 
templates. An overall accuracy of about 95% is 
achieved. 

A comparison of Fixed Frame Size (FFS) and 
Variable Frame Size (VFS) implementations indi­
cated no general superiority of one over the other in 
terms of performance. The latter is however capable 
of reducing the processing time and storage. Experi­
ments on the number of templates per word revealed 
that an important factor in increasing the accuracy of 
a template-based speaker-independent recognition 
system is to incorporate large number of multiple 
templates. 

The experiments reported in this paper is of an 
exploratory nature. Recognition rates vary across 
languages and test conditions. At least a hundred 
speakers are required to simulate realistic situations. 
However, a speaker population of a quarter of that 
size as used in our experiments adequately demons­
trates the effectiveness of the implementation. 

Recognition accuracy of the system may further be 
increased by incorporating heuristics. Another 
approach of improving the accuracy could be the use 
of other distance measures. It has been shown in [25] 
that the Weighted Likelihood Ratio (WLR) is more 
effective in vowel recognition. Since the Arabic 
language is dominated by vowel phonemes, WLR 
may be a more effective distance measure. The 
effectiveness of different LPC distance measures on 
Arabic speech recognition and their noise robustness 
properties are presently under study. 

Table 7. Recognition Results (%) as Number of Training Speakers were Varied 

Average Number 
Templates Recognized Rejected Misrecognized

of Speakers 

5 5 83.1 7.7 9.2 
10 7 85.4 1.5 13.1 
15 8 89.2 0.8 10.0 
20 10 94.6 0.0 5.4 

Table 8. Recognition Results (%) as Number of Templates were Kept Constant 

Average Number 
Templates Recognized Rejected Misrecognized

of Speakers 

5 10 93.1 0.0 6.9 
10 10 91.5 1.5 6.9 
15 10 93.9 0.8 5.3 
20 10 94.6 0.0 5.4 
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