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ABSTRACT 

The Hamiltonian structures of the 0(2, 1) non-linear sigma model, generalized 
AKNS equations, are discussed. By reducing the 0(2, 1) non-linear sigma model to 
its Hamiltonian form, some new conservation laws are derived. A new hierarchy of 
non-linear evolution equations is proposed and shown to be generalized Hamiltonian 
equations with an infinite number conservation laws. 
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HAMILTONIAN STRUCTURES OF SOME NON
LINEAR EVOLUTION EQUATIONS 

1. INTRODUCTION 

Both from mathematical and from physical points of 
view the theory of Hamiltonian systems is beautiful 
and elegant. The great importance of the Hamiltonian 
theory comes from its deep physical insight. As is well 
known, the early development of quantum mechanics 
and statistical mechanics is based entirely on 
Hamiltonian equations. Moreover, the great signi
ficance of the Hamiltonian formalism also comes from 
the fact that many branches of mathematics are in
volved in the recent development of the theory, such as 
the theory of representation of Lie groups, the theory of 
canonical operators, and symplectic manifolds of finite 
or infinite dimension. In the past 15 years the 
emergence of the soliton theory gives a new impUlsion 
to the study of the Hamiltonian theory. Since the 
pioneer work [1-5], many important non-linear 
equations, arising from various branches of physics, 
such as the Yang-Mills equations, Ernst equations, 
isotropic Heisenberg equations, Thirring model, and 
non-linear sigma models, are found to be completely 
integrable Hamiltonian equations which can be solved 
by the powerful 1ST technique [6]. 

In the soliton theory, the non-linear evolution equa
tions (NLEEs) are usually derived as an isospectral 
deformation equation. To be more precise, let 

(1.1) 

be a couple of linear equations with I/r=. (t/J 1" .• , t/J N)T 

being an N-vector, and U and V being two N x N 
matrices whose entries are dependent on some poten
tial u = u(x, t) (u 1, .•• , uM

) and a spectral parameter 'A. 
In most cases the matrices U and V are taken from 
some Lie algebra such as sl(N). Equation (1.1) can be 
written as 

(1.2) 

where n=Udx+Vdt is a one-form related to the 
spectral problem (1.1). Taking the exterior derivatives 
on both sides of (1.2), we obtain the following 
important 'zero-curvature' condition 

dn=nAn, (1.3) 

where A represents the wedge product. In terms of 
matrices U and V, this integrability condition (1.3) can 
be written equivalently as 

(1.4) 
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where [U, V] = UV - V U denotes the usual 
commutator of matrictts- U and V. In most cases 
studied thus far, for a properly chosen matrix U there 
always exist different forms of V, usually taking the 
form of V = 1:.'A -kVk, such that Equation (1.4) reduces 
to a hierarchy of 'A-independent non-linear evolution 
equations (see, for example, [7]), 

(1.5a) 

or 

(1.5b) 

where J, K, and L are some linear differential 
operators. Fol1owing the terminology in soliton 
literature we call these equations the soliton 
equations, since the first such equation-the 
celebrated KdV equation·-exhibits soliton solutions. 
The extensive investigation undergone in the past 
decade reveals many intriguing features of soliton 
equations. One feature among others is the fact that 
there always exists an infinite set {hn } such that 

(1.6) 

where b /bu stands for the variational derivative. In 
terms of these hn' the above hierarchy (1.5) can be 
written in the form of generalized Hamiltonian 
equations: 

ut=JbH/bu (1.7a) 

Kut=bH /bu. (1.7b) 

To transform an evolution equation ut = F (u) into 
its Hamiltonian form is not only a matter of beauty, 
but other rewards can also be received from doing so. 
In fact, as we show in Section 3, by reducing the 
0(2,1) non-linear sigma model to its Hamiltonian 
form we are able to find three new conservation laws. 

The organization of this paper is as follows. In 
Section 2 some basic notions on generalized 
Hamiltonian equations are briefly sketched; in Section 
3 the non-linear 0(2,1) sigma model is shown to 
possess three new conservation laws by reducing the 
model to its Hamiltonian form. In Section 4, by 
following a simple approach presented in [7-10J, the 
Hamiltonian form of the hierarchy of NLEEs relating 
to the generalized N x N Zakharov-Shabat spectral 
problem is derived. Finally, in Section 5 a new 
hierarchy of equations with the form (1.5b) is proposed. 
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The first couple of equations in this new hierarchy read: 

u +2vut x 
(1.8) 

v,= ±2uv. 

By setting v=exp(w), the above couple of equations 
can be reduced to a single equation 

W,t- wtx±4expw=0, 

and it is shown that Equation (1.6) holds in this case; 
thus the whole hierarchy of equations takes the form 
of generalized Hamiltonian equations. 

2. PRELIMINARIES 

As is well known, the ordinary Hamiltonian 
equation for continuous media reads 

(2.1) 

where b/bp and b/bq denote the variational 
derivatives. Setting u= (PI' ... , PI1 , q I" .. , ql1) and 

J 
11 
=(0

III 

where T represents the transpose and III is the identity 
matrix of order n, we may rewrite Equation (2.1) in the 
concise form 

(2.2) 

In this ordinary case the Poisson bracket of Equation 
(2.1) is defined by 

fF G}=I(bF bG _ bF ~.~) 
l' i bqi bpi bpi bqi ' 

which can be written as 

(2.3) 

To give the definition of generalized Hamiltonian 
equations let u=(u 1, ... , UM)T, Ui=Ui(X 1, ... , xN,t) be 
an M-vector, and 

be its x-derivatives of order k. Set 

as the operator of total differentiation with respect to 
Xi' The variational derivatives are defined by 
b /bu = (b/bu 1, ... , b /bu M ) T, with 

An operator K =K (u), which depends on the 
function U, is called symplectic if: (i) it is linear and 
skew symmetric, that is K *= - K, where* stands for 
the formal conjugation 

(A,)* = (Aj,), (La,D'r 

(ii) the bracket defined by {I, g, h} 1 = f' K' [gJh satis
fies the Jacobi identity 

{I, g, h} + {g, h,f} + {h,I, g} flO 

wheref'g I
M 

.[fgi,f,.Bg meansf-g='LDihi for some 
i == 1 

vector h=(h1, ... ,hN ) and K'[g]h refers to the 
Gateaux derivative 

An operator J J (u) is called cosymplectic if: (i) it is 
linear and skew symmetric; (ii) the bracket defined by 
{I,g,h}2 =J.J'[Jg]h satisfies the Jacobi identity. The 
equation 

JbH 
(2.2') 

or 

(2.2") 

is called a generalized Hamiltonian equation if the 
operator J is cosymplectic or K is symplectic. The 
Poisson bracket of the generalized Hamiltonian 
equation (2.2') is defined by an equation similar to 
Equation (2.3) 

bF)T (bG) (2.3'){F,G}= ( bu J J; . 

A scalar function f=j(u,u(1I, ... ,U(k)), which depends 
on u(x,t) and its space derivatives U(k), is called a 
conserved density of Equation (2.2) if It flO holds when 
u(x,t) is taken to be solutions ofEquations (2.2') and (2.2/1). 

Some typical examples of the generalized 
Hamiltonian equations are as follows: 
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Korteweg-de Vries (KdV) equation ut =uUx+uxxx' 

d 
J=D= dx' H 6 2 

(p=ij, the complex conjugate of q, u=(P, q)T.) 

Boussinesq equation qrr=qxx+3(q;)x+qxxxx' 

(p2+q2+2q 3 q2)
J = J H = . x x - xx = U=(q, p)T.

l' 2' P q" 

Sine-Gordon equation qu - qxx = sin q, 

(q;+p2)
J=J 1 , H=---2~-cosq, p=qp u=(q,p)T. 

Benjamin-Bona-Mahony (BBM) equation ut=ux+ 

uUx+utxx' 

F or a given non-linear equation 

G(u,ux' up uxx' uxP " .)=0 (2.4) 

a function 1] = 1] (u) = (1] 1, ... , 1]''01) is called a generalized 
symmetry of Equation (2.4) if the equation remains 
form invariant under the infinitesimal transformation 
u' = u + 81], where 8 is an infinitesimal parameter. The 
condition for invariance can be written as 

(2.5) 

In particular, we call 1] = 1] (u) a symmetry of the 
evolution equation u

t 
= F (u, u(1), u(2), ... ) if 

~,= (1 )F(U+E~) I,~" (2.5') 

To write this condition (2.5') more precisely we 
introduce the operator 

where 

VifB) = I «aaf)Dj (when u is real).
j~O u}) 

and 

VifB) = I (-aaf:)Dj +(-aa~:) CDj (when u is complex), 
j u j u j 

where J stands for the complex conjugation of f and
Cf=]. With this operator the condition (2.5') can be 
written as 

[1], F] == V(1])F V(F)1] =0. 

We need also the following transformation formula 
(chain rule) of variational derivatives: 

(2.6) 

The transformation formula (2.6) plays a key role in 
the recurrent method [7-10] which we shall follow in 
Sections 4 and 5. 

Note that the two brackets {,} and [, J introduced 
above are related by the following important formula 
(see, for example, [11-14J): 

[J~F J~GJ= J~ { } 
~u '~u ~u F, G , 

from which we deduce the following Noether type 
correspondence between conserved densities and sym
metries of generalized Hamiltonian equations in the 
case that the operator J is invertible [15-17]: 

G· dd' fE . (1 JbG.IS a conserve enslty 0 quatlOn .7a)<=> 1] =~lS a 

symmetry of Equation (1.7a) (2.7). 

3. NEW CONSERVATION LAWS OF 0(2,1) 
NON-LINEAR SIGMA MODELS 

The 0(2,1) non-linear sigma model [18,19] is 
defined by the Lagrangian L=twu W 

V
' subjected to the 

constraint w2==(W 1)2 + (W 2)2_(W3) 2= -1, where 
w=(W 1,W

2
,W

3 
) and the subscripts u and v refer to the 

differentiation. From the Euler-Lagrange equation 
and the constraint, it follows that 

(3.1) 
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By taking the parametrization [18J 

w=!(i(z- 1+zz), 
r 

where r=z+z, the Lagrangian and Equation (3.1) 
reduce, respectively, to 

(zu Zv + Zu zv)
L=--··-2-

r 
(3.2) 

In [18J it is shown that this equation exhibits an 
infinite number of conservation laws, 

8v Xo =0, (3.3a) 

8vXl +8u(iba 11al)=0 (i=F-i), (3.3b) 

8vX2+8u[tba 1(2Xo-(a-a)+a 1aJJ 0, (3.3c) 

8vXk+3+8U(ba-1Xk 1)=0, k 1, ... , (3.3d) 

where 

a b 
r r 

and Xr can be calculated III the following recurrent 
way: 

k+l 

Xk+2=ti la l- 1 
(Xk+l,u+ L Xk+l-sXs)' k=O,I, ... , 

s=o 

with 

l=t[{a-a) a-1aJu+t[{a a)-a- 1 aJ2. 

The calculation of Xr' even the direct verification of 
Equation (3.3b), is rather tedious. We show that there 
are some simple conservation laws which do not 
involve the modulus lal and Ibl: 

(3.4a) 

[(Z".~ZZ')l +[(ZZ'~ZZ'1 ~O, (3.4b) 

[(Z2Z.~Z2z·)1 +[(Z2Z.~ Z')l =0. (3.4c) 

Although the direct verification of (3.4a}-(3.4<;) by 
using (3.2) is a simple matter, we consider it worth 
giving the derivation of these conservation laws. To do 
this, we first make the substitution of variables u and 
v: 

x=u+v, t u-v 

which reduces the Lagrangian and Equation (3.2), 
respectively, to 

L (3.5) 

and 

(3.6) 

Following the usual way we introduce the momentum 

p (3.7) 

and the Hamiltonian 

8L 
H + L 

With the new variables, z and p Equation (3.6) can 
be written as 

(3.8)[:] 
or equivalently written in the following Hamiltonian 
form: 

[:1[-~ ~l [~iJ (3.9) 

According to the definition (2.5), a symmetry f= f{z) of 
Equation (3.2) satisfies (d/de)G(z +ef)1 <:=0=0, where 
G(z) = (z + z)zuv 2zuzv' or equivalently 

(3.10) 

and a vector Y/ = (Y/ 1, Y/ 2) would be a symmetry of 
Equation (3.8) if 

V(y/)F - V (F)y/ =0. 

From Equation (3.7) we see that there exists a one-to
one correspondence between symmetries f and sym
metries Y/: 
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with 

L./" --"---;0-- (3.11)~1 =J, ry2 (:. )P(Z + .f),-o =~f+ 

Now we proceed to search for the symmetries f of 
Equation (3.2). We consider only the symmetries of the 
form f=f(z,z) and suppose that f is smooth with 
respect to its variables z and Z. Substituting f=f(z,z) 
into (3.10) and comparing the coefficients of zuzv' Zu Zv 
and Zv Zu + Zv Zu on both sides of the resulting equation, 
we find that fz that is, f is analytic in z, and 

fzz(z + z)Z - 2(z + z)fz + 2(f+J) =0. 

Suppose that ~ak Zk: we then have for k ~ 3 that 
k(k -1)ak-2kak+2ak=0 or (k -1)(k - 2)ak=0, from 
which we deduce that =0 for k~ 3. Furthermore,ak 

it is easy to verify that the expression 

f=iCt:o+Ct:lz+iCt: z , i p, (3.12) 

where Ct:k are arbitrary real constants, satisfies the 
above equation for f and thus gives a symmetry of 
(3.2). From (3.11) we see that the corresponding 
symmetry of (3.8) reads 

'til =iCt:O+Ct:1z+iCt:zz z, 'tI z = -p(Ct: l +2iCt:z z). 

It is easy to see that 

where H h+h and h=(iCt:o+Ct:lz+iCt:zzZ)p. 
According to the relation (2.7) between symmetries 
and conserved densities, we obtain the following three 
conserved densi ties: 

- z z p. 

In fact, one can easily verify that 

Noting that Ht =Gx¢:!> (H G)u =(H +G)v we are 
finally led to the conservation laws (3.4a)-(3.4c). 

If we continue to search for the symmetry with the 

form f = f(z, z, Zu' zu' Zv' zJ, then the similar procedure 
leads to the symmetry 

'til =f=!(zu+zJ=zx 

and the corresponding 'tIz = Px' Since 

where H=pzx+pzx, we accordingly obtain the 
following conservation laws: 

which is equivalent to 

CZ;;"»), +CZ;;,) )" =0. 

This conserved density (zuzu)jrz is just Ia IZ as 
mentioned in Equation (3.3a). One may naturally 
expect to find more general symmetries with the form 
f = f(z,z,zu,zu,zv,zv,zuu,zuu,zvv,zvJ· Note that since 
Zuv =2zuzjr, the two terms Zuv and zuv can be excluded 
from the above expression. Unfortunately, if we sup
pose that f is smooth with respect to its variables, it 
seems that no such symmetry exists. And it seems 
also that the infinite number of conservation laws found 
by Chinea and Guil [18J should be related to some 
kinds of symmetry which are not smooth with respect 
to their variables. Any further results in this respect 
would be very helpful. 

As another remark, we examine the algebra spanned 
by the four symmetries of (3.8): 

An easy calculation shows that 

['tIi,'tI4J =0 (i 1,2,3) 

and 

For example, 


['tI2' 'tI3J = V ('tIz )'tI3 - V ('tI3)'tI2 


2iz(1 0)( (iZZ) 
o -1 -2izp 2ip 
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If we set 

then 

[(1'(3] (2' [(1'(2]=(3' [(2'(3] (1' 

Comparing these relations with the Lie algebra so(2, 1) 
whose basis matrices (see, for example, [22], p. 265) 
are 

with 

[X 1,X3] =x2' [X 1,X2] =x3' [X 2,X3] =xl' 

we see that the subalgebra spanned by rJl' rJ2' and rJ3 is 
isomorphic to so(2, 1). 

4. HAMILTONIAN STRUCTURES OF NxN 
AKNS EQUATIONS 

Consider the spectral problem 

(4.1 ) 

with 

A=diag (a 1, .. ·,aN ), ai=l=aj, 

ai =const. 

and 

P (Pi)' Pji =0. 

Choosing V LAn-jVp Vj = Vj(P) and substituting U 
and V into the integrability condition (1.4), we can 
solve for Vj and obtain the following hierarchy of 
equations [20,21]: 

Pt=JLn[C,pT]A' (4.2) 

where 

S SD' and for 

a matrix QF the matrix QFA is defined by the equation 
[A,QFA] =QF' 

We shall prove that there exists a series {Hn} such 
that 

Ln[c PT] = bHn (4.3) 
, A bP' 

To this end we introduce first 

y(i,j) 

I/!j 
(4.4) 

and set 

N 

H(i)= " L.. p .. yU,i)
I) , (4.5) 

j= 1 

then expand H(i) into a series of A-I: 

(4.6) 
n=1 

We show that (4.3) holds with 

H =="N 

c.H(i)
1 

(4.7)n L.. n' 
i= 1 

It is easy to see that Equations (4.3), (4.5), and (4.6) are 
equivalent to a single equation 

bH(i) 
(L-AFgp= [PT,EJA' (4.8) 

where Ei= (bikbi/)' Since the discussions for different i 
are the same we shall, for simplicity of notation, 
prove (4.8) in the case i = 1, that is, 

(L-A) ~~ = [P T,E1 ]A' 

yU,I).H==H(l)= L
N 

P1jYp 
j= 1 

Note first that from (4.1) and (4.4) we have 

N 

Yjx = Pj1 + L (PjkYk - P lkYjYk) +(aj - al)')~Yj' (4.9) 
k=2 

In order to calculate the variational derivative bH / bP 
we make the transformation 

with 
N 

P12=H= L P 1jYj, 
j=2 

Pj1 Yj' j=2, ... , N, 

Pij=PjjYj (i=I,jz3 or i,jz2). 
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We can also solve for Pij in terms of Pij as follows: 

(H-.£ Pu)

P ___I~ 

12
Y2 

, 

N 

Pj1 =Yjx+ HYj- I Pjk +(a1 -a)AYj' 
k=2 

Pij
Pij=-' i=l, j'2:3 or i,j'2:2,

Yj 

from which we obtain 

(i,j'2: 2); 


VH(Pj1 ) Yj' VPU(Pj1)=0, 


Vyi(Pjd=bij(D + H +(a1 aj)A), 


VPkl (Pjd = - bjk (k, I '2: 2); 


b'kVH(P1)=0, Vp (P1)=-L,
lk }'j 

(k,l> 2); 

bikb' lVp- (p .. )=0, Vp (P ..)=__J (k,l '2: 2).
1j IJ kl IJ Yj 

By the chain rule (2.6) we have 

and similar expressions for b/bYk, b/bPip and 
b/bPij(i,j'2: 2). Setting Kij= bH/bPij and applying 
both sides of the above operator identities to H, we 
then find 

KlI =Y,(1 ,t/,Kil). 
Klk = hKI1' l,k '2: 2, 1# k, 

and 
N 

Kllx=(a1 al)AKll -Pll + I (PUK/i-PUKi/) 
i=2 

+p 11 (t2 y,K II +y,KIl ). (4.10) 

from which we obtain 

N 

+ I (PkjKlj-PjIKjk) (l,k'2:2; l#k) 
}= 1 

and 
N 

(K ll )x= (al- a1)AK ll + I (PliK u - Ki/Pil )+ Pll 
i= 2 

N 

-Pll I (l+bi/)Yi K il' 
i==2 

It is easy to see that the above three equations are 
equivalent to the following single matrix equation: 

(KT)x=A[A,K T] - [KT,P]F+ [B,P] - [E1,P], (4.11) 

where 

B=diag (t2 y,K I1 , - Y,K21> -y,K""", YNKNJ 
Using (4.9) and (4.10), we can easily verify that 

N 

(YIKll)x= I (PlkKlk-PkIKkl) 
k=l 

= ([P,KT]D)u, (1 '2:2). (4.12) 

Since tr [B,A] =0 for any pair of matrices A and B, we 
see that 

N N 

([K T,P]D)11 - I ([KT,P]D)u= I (YIKldx, (4.13) 
1=2 1==2 

which together with (4.10) imply that 

Bx= [KT,P]D' (4.14) 

From (4.9), (4.10), and the definition of L we finally 
obtain 

as desired. 

5. A NEW HIERARCHY OF HAMILTONIAN 
EQUATIONSt 

Consider the spectral problem "'xU t/J with 

-A-A -leV U-VA -1 ] e= ±1,
U (5.1)[ U +VA - 1 A+A 1 eV ' 

t A short summary of the results in this section has been announced 
without proof in [23]. 
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which is a reduction of the spectral problem discussed 
in [8]. To derive the corresponding hierarchy of 
equations we introduce the auxiliary problem 

n 

I/It=VI/I, V= I VjAn
-

j
, n 2m+ 1, 

j==O 

(5.2) 

Substituting U and V into the integrability condition 
(1A) and comparing the coefficients of Aj on both sides 
of the resulting equation, we obtain 

V SOjn +1 +djx+u~+vej_l =0,t 

2u/ojn-ejx-2~+1 +4dj_lV-2w~_1 =0, (5.3) 

2v/ojn + 1 +~x+4udj+ 2ej+1 +2wej_1=0, 

from which we can calculate successively ej , f j as 
follows: 

=0; 

e1=2u, 11 

-tj~x+ 2ul(uj~+ vej_1) 


(5A) 

and 

(5.5) 

From (5A) we deduce that 

[ -In-I]
L* -sve _ ' n 2 

where 

Therefore the corresponding hierarchy of equations 
reads 

u] [ -f2m+2] =L*m [ -j~]
[ V I -sve2m + 1 -svet 

G. Z. Tu 

or 

U X +2V] .L*m 
[ 

(5.6)
-2suv[:1 

In particular, setting m =0 we obtain the first couple of 
equations in this hierarchy 

which can be reduced to a single equation 

wtt -w/x ±4expw=0.t 

Since this hierarchy of equations is derived from the 
isospectral problems (5.1) and (5.2), we can calculate 
the common conserved densities via the standard 
procedure [20]. To this end, we set Z 1/1 2 /1/1 1 then 
from (5.1) we have 

Zx=(U+VA- I )+(2A+2A -lSV)Z (u vA -1)Z2. (5.7) 

Expanding Z into a series of A-l:Z=L:=l ZnA-n and 
then comparing the coefficients of A-n we obtain 

u 

n~3. 

The generating function H of the conserved densities 
{Hn} is 

n= I 

which gives 

H-l -1, Ho=O, H 1 = (6V+ U 

2 

2 

). 

t At this point we would like to quote the following comment from 
one of the reviewers of this paper: 'The equation wit - wtx +4exp W =0 
can be transformed into the Liouville equation W~t/=kexp W 

(under the change of coordinates ~ = t + x, 'f/ = x) whose exact so
lutions, conservation laws, and Backlund transformations have been 
known explicitly since the last century for arbitrary constant k. So 
perhaps there are more underlying points in this paper than in
vestigated by the author. Especially in this way it may be possible to 
embed the Liouville equation into a hierarchy of completely integr
able Hamiltonian systems. This would be a significant contribution.' 
We are very grateful to the reviewer for this valuable comment. 
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Note that only H 2k-l give non-trivial conserved 
densities for the whole hierarchy of equations. The 
variational derivatives of the first two non-trivial 
conserved densities are 

It is easy to verify that 

X 

K [U +2V] (5.9)= [:~3] ,
-2ev __3 

bv 

where 

K [UIU_; EUl1-~]' 
e1u+2 

Note that 

K* -K, KL*=LK. (5.10) 

It should be noted that the operator K is singular; in 
fact, 

K!, j ;=01
[.-i-euj 

holds for any f 

Now we proceed to prove that 

bH2k =0 (5.11)LCH;;-l) 
bq bq , 

or equivalently 

(5.12) 

To calculate bHjbq, we deduce first from (5.7) and 

(5.8a) that 

1= -A -l eVH(V)+Z(VH(U)-A -IVH(V), 

O=VH(U)+VH(V)A -1 +A leZVH(v)-Z, 

from which it results that 

VH(u)=e, (5.13a) 

V (v)= Ae(1-eZ) (5.13b)H (1+eZ) . 

In the same manner we deduce that 

1 (H -/~ -eu) 
(5.13c)Vz(u) (1+eZ)D+ (l+eZ) , 

eAZ eA 
Vz(v)= (1 +eZ)2 D+ (1 +eZ)2 (HZ -),Z 

- A-I V (1 +eZ) +u). (5.13d) 

Now by the chain rule (2.6) we have 

V~(U) V~(V)] [~vU] . 

Vi(u) Vi(v) u[:~] [
Applying the operators on both sides of the equation 
to H, we find 

1= V~(u)R+V~(v)S, 

0=Vi (u)R+ Vi(v)S, 

where R = bH jbU, S =bH jbv. Using Equations 
(5.13a)-(5.13d), we then obtain 

R=e+YS, (5.14a) 

Sx=2euS -2R, (5.14b) 

where 

-eZ)
Y 

(1 +eZ) 

Since Z satisfies Equation (5.7) we see that 

(5.14c) 

The above three equations, (5.14a)-(5.14c), can be used 
to calculate Rx, Rxx in terms of R, S, and Y: 

Rx= -(2eY +pv2+2ev)S+Sy 2) 


Rxx (8v +4e/~2)+4uY +S( (- 2evx - 2eA2 u-4uv) 


+(4/~2+8w)Y +(2eu)y2). 
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Now it is straightforward to verify that 

R ,cuR ( f.DV)~_(f.V+).2)R+__x+ uv+d.2u+- S=O. 
4 2 	 2 

(5.15b) 

In the following, we suppose that u, r along with all 
their x-derivatives tend to zero when x goes to 
±00. Assuming this, we have from (5.8b) that 

S= oH -+ oH l A 1 = -el~ 1 

OV OV 

R-+O (x-+ ±oo). 

Thus the integration of (5.15a) gives 

R
I((f.ux+2vf.)R-2uvS)=Af.+ ,.; 

+cUR+f.VS+A2S, 
(5.16a) 

which together with (5.15b) yields 

~~- (u 2+c.v)R _1... 2R 

+ uI ((ux+ 2v)R - 2uvf.S)=/~u. (5.16b) 

The combination of (5.16a) with (5.16b) gives the 
desired equation, (5.12). The proof of Equation (5.11) 
is thus completed. From (5.11), (5.9), and (5.10), we see 
that 

(5.17) 

which shows that all equations in this new hierarchy 
take the form of generalized Hamiltonian equations 
(1.5b). 

As a final remark, let us introduce the Poisson 
bracket {F,H} when of/oq, oH/bq lie in the image of 
K, bF/oq=Kf, bH/bq=Kh: 

{F, H} (Kf)T h. 

Ux+2V)),
( 2f.uV 

and accordingly 

~ ~ \
{ KSm'SII KL*ml L*lIf Hm 	 l' H II + 1J 

LKL*m- 11 L*lIf12 KL*m- 11 L*II+ If 
~ ~ 1 

KSm- 1 'Sn+1 ={Hm, H II +2f , 

from which and the fact that {F,H} 12 {H,F} we 
deduce that 

It is not clear at present whether this new hierarchy of 
equations shares some other common properties 
possessed by many other completely integrable 
equations, such as exhibiting Backlund transforma
tions and soliton solutions. We hope that these 
problems could be solved in the near future by the 
interested reader. 
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