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ABSTRACT. The problem of scheduling jobs in a general job-shop to 
minimize the maximum completion time is considered. A branch and 
bound algorithm is proposed. The lower bound is obtained from the 
preemptive schedules which form solutions of single machine subproblems. 
In the branching rule . a set of operations which each require the same 
machine is selected and branches of the search tree corresponding to the 
possibilities that an operation of this set is sequenced before (or after) the 
others. Computational experience with a variety of test problems is re-
ported. . 

Introduction 

In the job-shop problem, there are mmachines (numbered 1, ...• m) which are used 
to process n jobs (numbered 1, .. . , n). Each machine can handle at most One job at a 
time. Job i( i = 1, .. ; , n) consists of a sequence of operations 0;1' .. . ,0;". which are 
to be performed on machines mil ' . . .. ,min' and which require positive processing 
times PiI' ... ,p;". respectively. Processing starts at time zero. There are technological 
constraints which specify that operation O;j cannot start until O;j _ I is completed (i =. 

1, ... , It; j = 2, ... , n). Preemption of operations is not allowed so that once an oper­
ation has started, it must be completed without interruption. The objective is to de­
termine a processing order of operations on each machine whicli minimizes the 
maximum completion time. 
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For many years, the branch and bound algorithm of McMahon and Florian!I) was 
considered to be the most effective. The enumeration scheme in this algorithm is 
based on the generation Qf active schedules to give a search tree for which each node 
has a corresponding initial partial sequence of jobs on each machine. Lower bounds 
are obtained from the solution of single machine subproblems in which each job has 
a release date,a pTocessing requirement on the particular machine under considera­
tion arid requires a further specified time for its completion. This single machine 
problem with rel~ase dates is equivalent to the problem of minimizing the maximum 
lateness and is known to be NP-hardI21. Nevertheless, McMahon and Florian propose 
a branch and bound algorithm whicb solves it fairly efficiently to give a lower bOUlid 
for the job-shop problem. Many attempts to improve upon this algorithm have ended 
in failure. For example, the algorithm of Lageweg et al.131, in which at each node of 
th_e search tree the branching rule fixes the order between a pair of operations that re­
quire the same machine, appears less effective than the active schedules branching. 
Also, attempts to obtain improved lower bounds using surrogate duality approaches 
provide, at best, only marginal increases to the single machine bounds at considera­
ble computational expense[4J. 

Barker and McMahon[5J propose a branch and bound algorithm in which a heuris­
tic method is used to find a feasible schedule at each node ofthe search tree. Aset of 
consecutively processed operations on some machine is found from this feasible 
schedule. In an attempt to improve this schedule, either the first job in this set is 
scheduled to start earlier or an alternative job is sequenced last in this set. Branches 
of the search tree are constructed for each of these possibilities. For the first set of 
branches, each job of tbe set is constrained to be sequenced before the others is given 
a suitable earliest start time to ensure that processing for this set starts earlier than in 
the heuristic schedule. For the second set of branches, each job other thanthe origi­
nal last job is constrained to be sequenced after the others. The single machine 
bounds of McMahon and Florian are computed at each node. Computationalresults 
indicate that for sOlne problems, this algorithm of Barker and McMahon is more ef­
fective than that of McMahon and Florian but for other problems, the McMaho~­
Florian algorithm yields better results. 

Recently, Carlier and Pinson[61 describe a branch and bound algorithm which sol­
ves a well-known test problem with 10 jobs and 10 machines: previously, this prob­
lem had resisted the attempts of many researchers to solve it. The success of this al­
gorithm is due to the branching rule which selects a set of operations that require the 
same ma~hine and branches on which operation is sequenced before (or after) the 
others in this set. However, dominance rules which, at each search tree node, fix the 
order between various pairs of operations that require the same machine also influ-
ence the efficiency ofthe algorithm. . 

There has also been much research on heuristic methods which generate approxi­
mate solutions. The most notable contribution here is that of Adams et al. (7J who ob­
tain high Qualitv solutions to some test problems. 
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for some u and v satisfying 1 :s; u :s; v :s; t. If possible, we select from the sequence of 
operations corresponding to ri,) , an operation" 0ij which has a positive overlap with 
at least one other operation and set S to be the set of operations which has a positive 
overlap with Oij' Otherwise, this attempt to find S is repeated, based on overlaps with 
an operation from the sequence corres~onding to qi.j . If this fails to generate S, a 
similar prOCedure is appliedwhich searches for overlaps with one of the operations in 
the sequence corresponding rj ," (if u ~ 1), r i " , qi " , (itv ~ t) 

" u - 1. U - I " u + I· u + 1 v + I· v + 1 
and qj " j • If S is still not determmed, we choose S to oe the set of operations 
which Kate" a ~ositive overlap with some operation Qij' where 0ij is chosen to give lSI 
as large as possible: if there are no overlaps, then the schedule is feasible. If S is gen­
erated from overlaps with an operation in the sequence corresponding to qi _ . j _ ' 

qi . j or qj + • j , then branching fixes the operation which is seque~c~d v la~t 
atito~gst those1of S; lotherwise, branching fixes the operation which is sequenced first 
amongst those of S. " 

We, next describe the remaining details of our branch and bound algorithm. At 
each nQde ofthe search tree a release date rjj and a tail qij are computed using (1) and 
(2) for each operation Oij'Ifitis found thatrij + Pij+ qij ~ UB, where UB isan upper 
bound provided by the best feasible solution currently found, then the node is dis­
carded ~ Otherwise, for any pairs of operations 0ij and OJ \ j\ requiring the same 
machine that satisfy rij + Pij + Pi \ j \ + qj\ \ ~ UB, where 0ij is not a predecessor of 
0i \ j \ theri 0i \ j \ is deemed to be a predecessor ofDij at this node. Two heuristic so)­
utions are computed at each node of the search tree . A forward sequencing heuristic 
schedules operations starting at time zero. The operation to be scheduled next has its 
predecessors already scheduled and is chosen from those which do not leave any un­
necessary machine idle time so that its tail is as large as possible. A backward 
sequencing heuristic first finds the problem inverse by interchanging release dates 
and tails and interchanging predecessor and successor operations; the forward 
sequencing heuristic is then applied to the inverse. A lower bound LB on the 
maximulTlcompletion time is then computed as described in Section 2. IfLB< UB, 
then the set S of operations is found on which branching is based. 

Our search strategy is one that, in the initial stages of branching, selects a' node 
with the smallest lower bound from which to branch. However, since this approach 
requires much computer storage space, a newest active node search is adopted when 
available storage is used. The newest active node search branches Jromthe most re~ 
cendy created aCtive node , 

Computational Experience 

Test problems were generated for various values of m and n. In these sets of prob­
lems, there are 6 in which m E { 4,6, 8 } and n E {20, 40} where m is small compared 
with n, there are 3 in which ni = n = 6, m = n = 8 and m = n = 10 and there are 9 in 
which m E { 20, 30, 40} and n E { 4, 6, 8 } where m is large compared with n. For all 
problems, .eachjob is processed once on each machine. Processing timesPi/i = 1, ... , n; 
j = 1, ... , rn) were generated from the uniform distribution [1,100]. For job i(i = 1, .. . , 
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maximum completion time of 1215, whereas the optimal value is 1165. For the lO-job 
problem, the best solution found has value 981 compared with the optimal value of 
930. However, an alternative algorithm in which the branching rule is based on the 
division of time intervals within which an operation must be processed (details of this 
approach are given by Carlierllll ) solves ihe 20-job. prol?lem using 782 search tree 
nodes and generates a solution of value. 946 for the lO-job problem. Due to poor re­
sults .obtained from initial experiments with other test problems, this alternative ap­
proach was abandoned. 

Concluding Remarks 

Our proposed branch and bound algorithm attempts to make the decisions which 
have a major effect on the maximum completion time towards the top of the'search 
tree. For a reasonable number of test problems this strategy successfully limits the 
search tree to a few nodes. Even with this improved branching rule, however, there 
are a significant number of test problems that remain unsolved. 

It appears that a new approach is required to obtain much tighter lower bounds 
which effectively restrict the search for the harder classes of problems in whioh m 
does not differ greatly from n. The commonly used lower bounds obtained from 
single machine subproblems are far too weak for these harder classes of problems. 
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