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Abstract.  In the present paper, an accurate and full data analysis was 

developed for the most recent annual mean of the sunspot numbers for 

the years 1945-2004. The precision criteria of the analysis are very 

satisfactory and were supported graphically and computationally by 

many tests. 

1. Introduction 

A growing mass of evidence suggests that solar activity affects our 

weather and long-term variations of the sun’s energy output affect our 

climate. The literatures on this subject covers a period of more than 120 

years, and many distinguished scientists have contributed, (see, e.g. the 

extraordinary number of articles on the site: httt://adsabs.harvard.edu). 

Moreover almost every large solar-terrestrial symposium now includes at 

least one session on sun weather/climate investigations. On the other 

hand, the basic measure of the solar activity is the number of the sunspot 

visible on the solar disk at any given time, the more spots, the more 

active is the sun
[1]

. 

Now, if the sunspots are a key factor, that is, a good usable indicator 

of solar activity for sun-weather relationships, an obvious condition must 

be met before sunspot numbers can be used to predict changes in weather 

and climate. The sunspots themselves must be predictable. In fact it is 
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very important to have a full understanding of sunspot predictability for 

sun weather purposes. 

Due to the serious rule of the sunspot in our climate, we devolved  in 

the present paper, an accurate and full data analysis for the most recent 

annual mean of the sunspot numbers for the years 1945-2004
[2]

. The 

precision criteria of the analysis are very satisfactory and were supported 

graphically and computationally by many tests.  

2. Basic Formulations 

2.1  Some Basic Statistics  

For data analysis of the present paper we used some basic statistics, 

of these are: 

1. Descriptive statistics;  2. Location statistics;  3. Dispersion statistics;  

4. Shape statistics.  

2.2  Autocorrelation 

Autocorrelation is important in time series analysis. Let 
k

ρ  be the 

autocorrelation at lag k. An estimate of 
k

ρ  is
[3]
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where m  is the mean of the data 
N21
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2.3  Linear Least Squares Fit 

Let  y  be represented by the general linear expression of the form: 
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where sφ'  are linear independent functions of x. Let c  be the vector of 

the exact values of the c's coefficients, and ĉ  the least squares estimators 

of c obtained from the solution of the normal equations of the form 

bcG =ˆ . The coefficients matrix )nn( ×G is symmetric positive definite, 
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that is, all its eigen values n,1,2,i;λ
i

L=  are positive. Let E(z)  denotes 

the expectation of z and 2
σ  the variance of the fit, defined as: 
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where  

)ˆ()ˆ(q TTT

n
cΦycΦy −−= ,                                 (4) 

N is the number of observations, y is the vector with elements 
k

y  and 

N)(n ×Φ  has elements )(xΦΦ
kiik

= . The transpose of a vector or a 

matrix is indicated by the superscript "T". 

According to the least squares criterion, it could be shown that
[4]

: 

1. The estimators ĉ  obtained by the least squares method gives the 

minimum of
n

q . 

2. The estimators ĉ  of the coefficientsc , obtained by the least 

squares method, are unbiased; i.e. .)ˆE( cc =  

3. The variance-covariance matrix )ˆVar(c of the unbiased estimators 

ĉ  is given by: 

,σ)ˆVar( 12 −

= Gc                                            (5) 

where 1−
G  is the inverse of the matrix G . 

Finally, it should be noted that, if the precision is measured by 

probable error e, then : 

σ 0.6745e =                                             (6) 

2.4  Confidence Interval  

A confidence interval gives a bound within which a parameter is 

expected to lie with a certain probability (in the present paper we used a 

probability of 0.95). Interval estimation of a parameter is often useful in 

observing the accuracy of an estimator as well as in making statistical 

inferences about the parameter in question.  
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As for examples, we compute the confidence interval for a single 

observed response at each of the values of the independent variables. In 

this way we get a region that is likely to contain all possible observations, 

also, we compute the confidence interval for the mean response at each 

of the values of the independent variables. In this way we get a region 

that is likely to contain the fitted curve.  

3.  Data Analysis 

3.1  Source 

The data are the, monthly mean northern and southern sunspot 

numbers for the years 1945-2004
[2]

, and were taken from Hipparcos main 

catalogue:  

http://cdsweb.ustrasbg.fr/cats/Cats.htx., its table number at CDS 

(Strasbourg astronomical data centre) is: (J/A+A / 447/ 735 Hemispheric 

Sunspot numbers 1945-2004). 

3.2   Numerical Results  

The formulations of Section 2 were applied to the above data and the 

results are displayed  in Appendix A. 

In concluding the present paper, an accurate and full data analysis 

was developed for the most recent annual mean of the sunspot numbers 

for the years 1945-2004
[2]

. The precision criteria of the analysis are very 

satisfactory and were supported graphically and computationally by 

many tests. 
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Appendix A 

Analysis of the Annual Mean of the Sunspot Number for the Years 1945-2004. 
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Fig. 1. Histogram of the annual mean of sunpots  for the years 1945-2004. 

IĨ  Histogram of the Annual Mean of Sunspot Number for the Years 1945� 2004. 
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IIĨ Autocorrelation of the Annual Mean of Sunspot Number for the Years 1945� 2004. 

Let ρk be the autocorrelation at the lag k, the numerical values and the graphical representation of   
(k, ρk) are shown  in what follows.  
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IV. Least Squares Fit of the Annual Mean of Sunspot Number for the Years 1945-2004. 

IV. The Fitted Equation 

0.098m    ; (8mx)sin  c sin(6mx)ccos(6mx)csin(2mx)ccy 54321 =++++=  

IV. 2  The  c's  Coefficients  and  Their  Probable  Errors 

 
 

IV. 3 Confidence Intervals of the c's Coefficients 

IV. 4  The Data and  the Fit 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 

 
Fig. 2. Comparsion between the raw and the fitted data. 

Coefficient of Value Confidence interval 

1 74.0888 {69.4914, 78.6862}              

sin(2mx)  14.0579 {7.73897, 20.3769}              

cos(6mx)  –36.014 {–42.4753, –29.5527}              

sin(6mx)  54.7758 {48.2575, 61.294}             

sin(8mx)  –16.2089 {–22.7048, –9.71295}             
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V. Confidence Region of the Data 

The region that is likely to contain all possible observations is illustrated in the following 
figure. 

 

 

 

 

 

 

 

 
 

Fig. 3. Confidence region of the data. 

VI. Confidence Region of the Curve 

The region that is likely to contain the fitted curve is illustrated  in the following figure. 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Confidence region of the curve. 
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