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Abstract: Given a computers network G=(V, E) and a bandwidth vector on its links, the Minimizing Unused 
Bandwidths Problem (MUB) is to find a minimum number of spanning trees sub,networks working as parallel 
services and a maximum possible bandwidth for each one such that the remainmg total unused bandwidth is 
minimum, MUB is an open problem, 
In this paper a polynomial algorithm is presented to solve MUB problem in a special kind of network 
called series networks, A comparison between the presented MBSTP and the two 
algorithms and MSTP is presented toward the end of the paper the effectiveness of the presented 
algorithm in designing a computer network, 

1. Introduction 

Sets and their characteristic vectors will not be 
distinguished, We refer to and Murty book 
(Bondy and Murty 1982) and to Schrijver book 
(Schrijver I about theory and 
polyhedra terminology and results, 

A computers network can be represented a 
graph G=(V, E) where V is the set of nodes 
(computer devices) and E is the set of (links), 
The metric of bandwidths can be represented by a 
vector b on the links set E. Each service we want to 
provide to customers is a pair of a spanning tree T of 
G because it should connect all nodes and be minimal 
for this property in order to optimize resources, and a 
fixed bandwidth for all links of T because if it is 
not the case some bandwidths will be not used, 

The remaining of the paper is as 
follows: in section 2, the definition of series parallel 
networks is in detail. Section 3 introduces the 
problem to solve in detail. In section 4, the presented 
algorithm and its mathematical motivation is 
Section 5 the simulation results and 
section 6, the conclusion is to show the 

2 

importance of the work. 

2. Series Parallel Netwol'k definition 

Let's give some definitions: 
A series extension of a network consists of 

creating a node on a link between its two adjacent 
nodes, A paraJlel extension of a network consists of 

a new link parallel to another existing link, A 
series parallel network is a graph obtained starting 
from one link and applying series and/or 
parallel extensions, For any series parallel graph G, 
we denote by s(G) the number of series extensions 
that we have used to create G, For any vector x 
defined on the links set E and any subset of links 

x(H) , The x-maximum spanning tree is a 
eEl'! 

spanning tree T of G such that is maximum, This 
problem is polynomial (Kruskal I and we will use 
Prim or DJP algorithm (Gabow et al. 1986) to solve it 
when needed, The x-maxBalanced spanning tree 
(MBST) is a spanning tree T of G such that the 
difference between the maximum node and the 
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minimum node is minimum. If the network is 
Hamiltonian the balanced spanning tree is a 
Hamiltonian path. 

3. Statement of the Problem 

We are interested to study the following problem 
in series networks: 

Minimizing Unused Bandwidths in Computers 
Networks: 

Instance: Given a network E) and an 
bandwidths vector b on E. 

Find tree sub-networks (pre-
computed and 
corresponding bandwidths b], ... , bk such that: 
i) The unused bandwidths b-(b I T jtb2 T 21- ... 

+bkTk) is minimum; 
ii) Each sub-network Tj has a maximum possible 

bandwidth bj . 

We denote by bMax(G, b) the maximum total 
bandwidths for parallel services and bMin(G, b) the 
minimum total unused bandwidths. If there is no 
confusion, we use the notations bMax and bMin. 
Note that: x(E)=[bMax (IVI-I )]+bMin. 

It is not difficult to see that ii) is equivalent to 
minimizing the number of sub-networks (parallel 
services) with maximum bandwidth for each one. 

If we choose b as a sum of spanning tree sub­
networks, that is bMin is zero, then the problem is 
known as the integer cover conjecture for spanning 
trees and it is an open problem (Chaourar 
Chaourar 2002, de Pina and Soares 2003). But it is 
polynomial for a special kind of topology network 
called series parallel networks (Chaourar and 
Mahlous 2006). 

This problem has applications in Quality of 
Service routing (Chaourar and Mahlous 2006) and an 
overview on the subject can be found on several 
references (Apostolopoulos et aL Breslau et aI. 
1993, Garcia-Luna-Aceves I Gawlick et al. I 
Gibbens et al. Guerin et at. 1996, Guerin and 
Orda I Jaffe I Jin and Nahrstedt 2002, Lee et 
al. 1995, Ma and Steenkiste I Ma and 
Steenkiste 1997b, Matta and Shankar Matta 
and Shankar 1996, Partridge and I 
Pornavalai et al. 1 Rosen et a!. 1991, Salama et 
al. I San and 1996, 
1995, Van Mieghem and Kuipers 2003, Wang and 
Crowcroft 1996). 

The main result of this paper is a polynomial 
which "in , that is under 

simulations, an exact solution and solves the problem 
for series parallel networks and any 

bandwidths vector. 

4. Description of MBSTP 

We will now describe MBSTP and MSTP: 
MBSTP (respectively MSTP) 
Input: A computer networks G=(V, 
bandwidths vector b. 
Phase I: Find T=b-maxBalanced 

and a 

b-
maximum) spanning tree in G using the there below 
algorithm (respectively using Prim's algorithm). 

If there is no spanning tree then Go to Phase 
4. 
Phase 2: Find br=b-minimum link in T. 
Phase 3: Compute new bandwidths vector 

Go to Phase I. 
Phase 4: Compute unused bandwidths bMin=b(E). 

So MBSTP and MSTP work in a same manner 
with the difference that the MBSTP uses b­
max Balanced spanning trees (using the there below 
algorithm) and MSTP uses b-maximum 
trees (using Prim's algorithm). 

Note that the complexity of MBSTP 
(respectively MSTP) is at most the complexity of 
finding a maximum spanning tree in the network. 
Since we have use Prim's algorithm for this purpose, 
the worst case of the heuristic is O(IV log IVI) (Prim 
1957). The memory complexity is O(lEI) because we 
can store series parallel networks by the way they are 
constructed starting from one and indicating the 
nature of each extension (parallel or series: 0 or 1 for 
example). 

Our motivation for using MBSTP is the 
following result due to Chaourar (2002): 
Theorem: If the network is series parallel then 
MBSTP solves MUB in a polynomial time. 

We will give now a polynomial time algorithm to 
find a b-maxBalanced spanning tree: 
Description of the algorithm: 
Given a graph G=(V, E) and a weight function w 
defined on E. 

We suppose that the 
to their decreasing 
w(el)?w(e2)? .. 

are sorted according 

Find Tj the w-maximum tree in 
(using Prim's algorithm) 

{wee) : e to 

End For 
The w-maximum balanced tree is the best 
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balanced from the T/s, , ... , m. 
Running Complexity: O(IEI 
Theorem: The algoritlun the w-
maximum balanced spanning tree. 

Let T be 
tree, e=ek and 
the minimum 

balanced spanning 
the maximum and 

and 
ek+h ... , 

It is clear that T is the w-maximum tree 
In So it is also the w-maximum spanning tree 
m Then and we are done. 

Another algorithm (PLSP) was used by 
Chaourar and Mahlous (Chaourar and Mahlous 2006) 
when the total of unused bandwidths is zero. It gives 
an exact optimal solution. We will use it in our 
simulation with MBSTP and MSTP. 

5. Simulation Results and Analysis 

In order to do simulations, we have implemented a 
random of series parallel networks and 
bandwidths vectors from nodes number n=5 to n=25 
and links number m=5 to 38. To avoid isolated 
results, we for fixed nand m, at least 5 
networks and bandwidths vectors. In order also to 
uniform, we have generate bandwidths within the 
range 20-40. 

We will use the three algorithms PLSP, MBSTP 
and MSTP to do two simulations. In the first 
simulation, we will use series networks with 
bMin=O and the three algorithms mentioned above 
are used for Since PLSP was proved 
optimal, then it was used as a reference. The second 
simulation is used with general networks with 
bMin:;i:O and the two MBSTP and MSTP 
are used for comparison. 

The results for the two simulations are shown in 
Tables 1 and 2. For each algorithm, we the 
(rounded mean) total of unused bandwidths. 

10 
13 
I 
I 
20 
23 

17 
19 
23 
26 
28 
34 

10 
5 
14 
1 

It is clear from the first simulation results that 
MBSTP is optimal which ensures the results obtained 
in the theory. 

10 12 25 
13 4 4 
15 23 10 I 

26 I 6 
20 28 6 35 
23 34 23 26 

From the second simulation Table 2. 
we found that MBSTP is absolutely better than MSTP 
which confirm our idea that MBSTP is optimal in 
"practice" . 

6. Conclusion and Future Work 

we can use MBSTP in series parallel 
extensions of a network to know the optimal solution. 

From the simulation above it was found 
that the use of MBSTP will give a direction 
when a computers network or when we 
make extension of a current network to a one. 

Further directions for our problem can be: 

mathematically the or near 
optimality ofMBSTP ; 
- studying more general classes of topology; 

other type than spanning tree for virtual 
sub-networks; 
- and considering heuristics for cases based 
on MBSTP. 
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