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Abstract. This paper describes an integrated single class based metric called Weighted Class Complexity 
(WCC) for object oriented design. The metric is discussed from measurement theory viewpoint, taking into 
account the recognized object oriented features which the metrics was intended to measure encapsulation, 
inheritance, coupling and polymorphism, and the quality factors efficiency, complexity, understandability, 
reusability and maintainability/testability. Empirical data, collected from eight different application domains, is 
then analyzed using WCC metric to support this theoretical validation. The result shows that the proposed 
metric could be used to provide an overall quality assessment of object oriented software system in early stage 
of development life cycle, which may be helpful to the developer to fix problems, remove irregularities and 
non-conformance to standards and eliminate unwanted complexities in the early development cycle. Early use 
of this metric may help to ensure that the analysis and design have favorable internal properties that will lead to 
the development of quality end product. WCC may significantly help in reducing rework during and after 
implementation to design effective test plans.  However, further studies are needed before these results can be 
generalized. 
 
Keywords: Object oriented quality metrics, Quality models, Design characteristics, Quality attributes.   
 
 
 

1.  Introduction 
 

The importance of quality software is no longer an advantage but a necessary factor as 
software error can have in terms of life, financial loss, or time delays. No doubt that the 
software quality can make or break a company. Unfortunately, most companies not only 
fail to deliver a quality product to their customers, but also fail to understand the 
attributes of a quality product. Traditional software metrics used to evaluate the product 
characteristics such as size, complexity, performance and quality is switched to rely 
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on some fundamentally different attributes like encapsulation, inheritance and 
polymorphism, which are inherent in object-orientation. This switching led to the 
definition of many metrics proposed by various researchers and practitioners to measure 
the object oriented attributes. Most of the metrics, available for object oriented software 
analysis, may normally be used in later phase of system development life cycle and rely 
upon information extracted on the operationalization of software [9]. Such metrics 
provide the indication of quality too late to improve the product, prior to the completion 
of product. It is also true that a couple of object oriented metrics altogether may be used 
to measure all the aspects of object oriented design [7]. Thus, there appeared to be a need 
for developing a single integrated object oriented metric, encompassing all the object 
oriented design constructs, which may be used in an early stage of development to give 
good indication of software quality. It is strongly felt to be more productive and 
constructive. 
 
 The indication and anticipation of quality as early as possible in System 
Development Life Cycle (SDLC) is necessary because with each iteration of SDLC, cost 
impact of modification and improvement will significantly increase [8]. The ability to 
cover all aspects of quality factors and the design characteristics, to represent different 
aspects of the system under measurement, to get the same value for the same systems for 
the different people at different time, to be used with the minimum number of metrics, to 
have an empirical validation and ability of failure free operation are identified as the 
essential features of the desired object oriented metrics. In addition to these essential 
features, it is also felt that the desired metrics should possess some desired features that 
are identified as its ability to quantify various attributers of reuse, to reduce the rework 
after the implementation, to reduce the testing and maintenance cost, to ensure that 
analysis and design have favorable internal properties that will lead to the development 
of quality product, to reflect the level of maintainability, to improve the estimation 
process to achieve better resource allocation, to measure the psychological complexity 
factors that affect the ability of a programmer to create, modify and comprehend 
software and the end user to effectively use the software, to be implemented easily, to be 
interpreted easily and its ability to enhance predictability.  
 
 The rest of the paper is organized as follows: Section 2 describes the proposed 
metrics that has been theoretically validated in Section 3. Experimental validation for the 
metrics has been discussed in Section 4. Finally, Section 5 presents some important 
conclusions about the proposed metrics.     

 
 

2. WCC: A Class Based Metrics 
 

Many of the metrics proposed by different researchers and practitioners for object 
oriented software analysis relies on the information extracted from the implementation 
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of software [9]. Hence, these metrics may be used in later phase of software 
development life cycle (SDLC). Software quality is required to be indicated as early as 
possible in the SDLC since with each iteration of cycle, cost impact of modification and 
improvement significantly increases. Thus, there is a need for object oriented metrics 
that may be used in code and design phase and may ensure quality compliances at this 
stage to increase the reliability of the system as a whole as reliability itself is a byproduct 
of quality. 

 
In order to establish a relationship between design constructs and attributes of 

quality, the influence of design constructs and quality attributes are being examined with 
respect to SATC’s attributes [5, 6]. It was observed that each design constructs affects 
certain quality attributes. This is being depicted in Fig. 1 [5, 8]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Fig. 1. Design constructs affecting quality attributes. 

 
The survey result on the development of object oriented metrics depicts that all 

metrics have relevance with respects to a class [1, 2, 4, 7, 8]. This motivated effort 
towards developing a single class based metrics, Weighted Class Complexity (WCC), 
which would give a cumulative measure of encapsulation, coupling, cohesion, and 
inheritance aspects of object oriented design and would thereby give an indication of 
‘quality’ of a class in terms of complexity. This single metric when averaged would 
enable computing the average complexity of software and finally the quality.  
 

The complexity in this context has more of physiological meaning rather than 
complexity as a quality attribute. This WCC should take into account most of the design 
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constructs, i.e. WCC should be coupled of an encapsulation factor, an inheritance factor, 
a coupling factor and a cohesion factor. 
 
2.1. Metrics formulation 

It is evident from Fig. 1 that the encapsulation affects all five-quality factors, and 
may be considered as a key construct to improve the quality of software [5, 11, 12, 13]. 
This means better encapsulation should cause a decrease in WCC. Again, the more 
number of external links (coupling), the lower is the flexibility of software and greater 
the complexity. So, the increase in coupling factor should cause an increase in WCC. For 
cohesion, we know that the higher the cohesion, the better the design and therefore a 
measure of increasing cohesion should cause a decrease in WCC, or vice versa. 
Inheritance is a factor that has a two-fold effect. While the increased use of inheritance 
increases reusability, it also means greater design complexity and difficulty in 
implementation and maintenance.   
 

After considering all these effects, an empirically and intuitively persuasive 
metric is being formulated by relating measurable design characteristics together with 
the quality contributors as follows: 

 
WCC = (RFC * Level) + LCOM     (1) 

 
where RFC (Response For Class) is based on the formulation for orthogonal software 
given below as [6]: 
 

RFC= WMC + CBO 
 
LCOM is the Lack of Cohesion Metrics [15-17], WMC is Weighted Method Per Class 
Metrics and CBO is the Coupling Between Objects Metrics. 
 
 

3. Theoretical Validation 
 
RFC is measuring the coupling in addition to encapsulation. As the deeper the 

class is embedded in hierarchy, the greater would be the number of inherited methods 
and hence greater the design complexity. This gives an idea to consider ‘level’ and find 
the product of RFC and level (RFC * Level), which shows the additional effort of 
implementing the class with RFC calculated at the particular level. So that it gives an 
indication of inheritance and coupling in addition to encapsulation. An increase in this 
factor would increase the complexity measure of WCC. The addition of LCOM indicates 
the cohesion of a class. A higher cohesion (lower LCOM) indicates a good design. So, 
adding LCOM implies that if cohesion is low, LCOM will be high, therefore WCC 
should be increased for low cohesion [3]. 
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Summing up all these impacts, it is now clear that WCC is directly proportional 

to RFC * level, to LCOM and/or inversely proportional to Cohesion i.e.: 
WCC α RFC * level   

WCC α LCOM 

WCC α      1 

               Cohesion 

After combining all these equations, a single class metric WCC may be defined as: 
WCC α (RFC* Level) + LCOM 

 
 

4. Experimental Validation 
 

This section assesses how well the metrics-WCC is able to predict the ‘overall 
quality’ of an object oriented software design. The internal characteristic of a design 
varies significantly with the objective and domain of the design. These characteristics 
influence the quality attributes and, therefore, the overall quality. So, the validation of 
the predictability of metrics requires the set of object oriented designs with the same set 
of requirements for the evaluation and validation, as a limitation of this model. The 
assessment of the overall quality of designs determined by said metrics WCC needed to 
agree with the generally accepted requirements or characteristics of overall quality 
designs as perceived by analysts, developers and customers. Keeping these objectives in 
mind, overall software quality produced by WCC has been validated in three phases. 
Phase 1, Design of Viable Experiment, describes the selection of model validation suit. 
Assessments of projects overall quality and the evaluation of project design using WCC 
has been discussed in Phase 2 under the heading Pre-Tryout. A large sample of data has 
been used to validate the proposed metric as per experimental design and statistical 
analysis and interpretation of data gathered through the tryout has been interpreted in 
Phase 3.  
 
4.1. Design a viable experiment 

The two applications used in this empirical study to validate the integrated object- 
oriented metric set are industrial strength software developed by software industry based 
in Delhi, India. Name of the Projects, Class Diagram, Analyzer used and actual source 
data is being concealed, as per wishes of the company’s management. We have assured 
the authenticity of source data, to the best possible extent [10]. We labeled the 
applications as: System A and System B as shown in Table 1. System A was commercial 
software implemented in C++ and consisted 11 classes. System B was also implemented 
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in C++ and consisted 8 classes. The industry professionals themselves have used full-
scale code analysis system for estimating the quality of these systems [10]. They have 
rated the quality of both the software systems as 'Low'. These quality ratings by industry 
professionals have been taken as the benchmark value for the projects under study.    

  
Table 1. Applications used in empirical study 

 
Project Classes Quality 

System A 11 Low 
System B 8 Low 

 
4.2. Perform pre-tryout 

A group of software developers was assigned to study the quality of the two 
projects: System A & System B in the validation suite. All the developers had 8 to 12 
years of experience in commercial software development, had knowledge of the object 
oriented paradigm, and had developed software using C++. The study was done over a 
period of one month. All the participants analyzed each project’s design and used the 
metrics WCC to assign the quality to these software Systems A and B.  
 

The descriptive statistics and the correlations between the metrics for each system 
are given in Tables 2-5. The values in bold are the mean value of the integrated metric 
set. The descriptive statistics for System A and B are included on 11 C++ and 8 C++ 
classes respectively.  
 

Table 6 summarizes the results of the correlation analysis for the integrated 
metric set over the two software systems. The column lists the correlation values for 
each pair of metrics in the integrated metric set and the rows list the system. In the table 
Metric 1 Χ Metric 2 = correlation between Metric 1 and Metric 2. 
 

Examining Table 6 shows that for System A, all of the metrics are highly 
correlated with each other, with WCC and (FRC*Level) being the most significantly 
correlated. This suggests low quality code because WCC increases due to the increase in 
FRC and not due to the increase in LCOM. The same is true for System B.  
 

Table 2. Descriptive statistics for System A 
 

 Min. Max. Mean Std. Deviation 
WCC 1 6 3.18 1.99 
RFC 2 5 3 .83 
Level 0 1 .55 .50 
LCOM 1 3 1.55 .82 
CBO 0 3 1.00 1.09 
WMC 1 3 2.45 .68 
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Table 3. Correlation analysis for System A 
 WCC RFC LCOM RFC*Level 
WCC 1 -.009 .85 .91 
RFC  1 .07 .03 
LCOM   1 .31 
RFC*level    1 

 
 
Table 4. Descriptive statistics for system B 

 Min. Max. Mean Std. Deviation 
WCC 1 8 2 2.44 
RFC 2 12 3.25 3.28 
Level 0 1 .13 .35 
LCOM 1 2 1.13 .35 
CBO 0 6 1.50 1.85 
WMC 1 7 3.75 2.25 

 
 

Table 5. Correlation analysis for System B 
 WCC RFC LCOM RFC*Level 
WCC 1 .27 .74 .97 
RFC  1 .01 .22 
LCOM   1 .01 
RFC*level    1 

 
 

Table 6. Correlation analysis summary 
  WCCΧLCOM WCCΧ  

(RFC* Level) 
LCOMΧ  
(RFC* Level) 

System A .85 .91 .31 
System B .74 .97 .01 

 
 
4.3. Perform tryout 

A large sample of data has been used to validate the proposed metric as per 
experimental design and statistical analysis and the interpretation of data gathered 
through the tryout has been interpreted. For this, another set of six projects were used in 
the same industry. We labeled the applications as: System A, System B, System C, 
System D, System E and System F. All these systems were commercial software 
implemented in C++ and consisted approximately 10-20 classes. The industry 
professionals themselves have used full-scale code analysis system for estimating the 
quality of these systems. Table 7 summarizes the quality ranking of these software 
systems given by industry professionals. These quality rankings have been considered as 
the benchmark for the projects under study. 
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Table 7. Quality ranking of systems 
Projects Classes Quality Ranking 
System A 11 Low 
System B 9 Low 
System C 12 Low 
System D 19 High 
System E 18 High 
System F 15 Low 

 
 

In order to investigate the correlations and relationships between the object 
oriented metric WCC and software quality, a correlation and a multiple linear regression 
analysis has been conducted for six projects. Definitions and discussions on the 
terminologies used in the correlation and regression analysis are providing in the 
following section. A multiple linear regression model for application in the context may 
be defined as follows [9]: 

 
                                           Y= a + b1 X1+ b2 X2+………..+ bn Xn            (2) 
 
The various components of the regression model along with other statistical 
terminologies used are listed here. 

 
Independent Variable (Xi’s): The independent variable in an experiment is the variable 
that is systematically manipulated by the investigator. In most experiments, the 
investigator is interested in determining the effect that one variable has on one or more 
of the other variables. In the regression model (2), the Xi’s denote the independent 
variables. 
 
Dependent Variable (Y): The dependent variable in an experiment is the variable that the 
investigator measures to determine the effect of the independent variable. In the 
regression Eq. (2), variable Y denotes the dependent variable. 
 
Coefficients (ai’s): The estimated multiple linear regression coefficient measures the 
respective independent variable’s contribution on the variable. The larger the absolute 
coefficient values, the larger (positive or negative according to the sign) the impact of 
the independent variable on the dependent variable. In the regression model (2), ai’s 
represent the coefficient terms. 
 
Linear Correlation Coefficient (r): The linear correlation coefficient expresses 
quantitatively the magnitude and direction of the linear relationship between two 
variables.  The sign of the coefficient tells us whether the relationship is positive or 
negative. The numerical part of the correlation coefficient describes the magnitude of the 
correlation. The higher the number, the greater the correlation. 
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The descriptive statistics and the correlations between the metrics for each system 
are given in Tables 8-19. The values in bold are the mean value of the integrated metric 
set. Table 20 summarizes the results of the correlation analysis for the integrated metric 
set over the two software systems. The column lists the correlation values for each pair 
of metrics in the integrated metric set and the rows list the system. In the table Metric 1 
Χ Metric 2 = correlation between Metric 1 and Metric 2. 
 

Examining Table 20 shows that for all the systems, all of the metrics are highly 
correlated with each other, with WCC and (FRC*Level) being the most significantly 
correlated.  
 

The multiple linear regression model listed in Eq. (2) was fitted to the minimal set 
of the metric and shown in Eq. (3) for System A, B, C, D, E and F respectively and the 
results are given in Table 21. 
 

              WCC= a + bRFC*Level (RFC*Level) + bLCOM LCOM         (3) 
 
 
The standardized beta weight (βi’s) and raw score beta weight (bi’s) has been calculated 
and shown in Table 21. 
 

The computed standardized beta weights (βi’s) in Table 21 for all the systems 
show that the RFC*Level component has the most significant contribution on WCC. It is 
also evident from the raw score beta weights (bi’s). LCOM component also has a 
considerable significant contribution on WCC which is depicted through both the beta 
weight (βi’s) and raw score beta weight (bi’s).  Examining the F ratio in Table 21, it is 
clear that the regression shown in Eq. (3) is significant at .01 level of significance for the 
Systems A, D, E and F and at .05 for the Systems B and C. 
    
      

Table 8. Descriptive statistics for System A 
 Min. Max. Mean Std. Deviation 
WCC 1 10 4.9 2.36 
RFC 4 8 6 1.29 
Level 0 1 .58 .49 
LCOM 1 3 1.66 .76 
CBO 1 3 2.08 .76 
WMC 2 6 3.91 1.14 
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Table 9. Descriptive statistics for System B 
 Min. Max. Mean Std. Deviation 
WCC 1 10 5.11 3.21 
RFC 2 8 4.77 1.92 
Level 0 1 .66 .50 
LCOM 1 2 1.33 3.40 
CBO 1 3 1.88 4.83 
WMC 1 5 2.88 7.49 

 
Table 10. Descriptive statistics for System C 

 Min. Max. Mean Std. Deviation 
WCC 1 8 4.66 2.64 
RFC 5 8 6 1.34 
Level 0 1 .58 .51 
LCOM 1 3 1.66 .77 
CBO 1 3 2.08 .79 
WMC 2 6 3.91 1.16 

 
Table 11. Descriptive statistics for System D 

 Min. Max. Mean Std. Deviation 
WCC 1 11 3.21 3.10 
RFC 2 11 6.63 2.73 
Level 0 1 .42 .50 
LCOM 1 3 1.68 .82 
CBO 1 6 2.52 1.61 
WMC 1 9 4.10 2.30 

 
Table 12. Descriptive statistics for System E 

 Min. Max. Mean Std. Deviation 
WCC 1 8 3.11 2.78 
RFC 5 11 6.94 1.83 
Level 0 1 .33 .48 
LCOM 1 2 1.33 .48 
CBO 1 5 2.72 1.40 
WMC 2 9 4.22 1.92 

 
Table 13. Descriptive statistics for System F 

 Min. Max. Mean Std. Deviation 
WCC 1 10 3.40 3.2 
RFC 2 8 5.13 1.92 
Level 0 1 .40 .48 
LCOM 1 2 1.46 .49 
CBO 1 5 2.26 1.48 
WMC 1 6 2.86 1.58 
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Table 14. Correlation analysis for System A 
 WCC RFC LCOM RFC*Level 

WCC 1 .80 .02 .88 
RFC  1 -.18 .83 
LCOM   1 -.06 
RFC*level    1 

 
Table 15. Correlation analysis for System B 

 WCC RFC LCOM RFC*Level 
WCC 1 .89 .28 .98 
RFC  1 .08 .90 
LCOM   1 .13 
RFC*level    1 

 
Table 16. Correlation analysis for System C 

 WCC RFC LCOM RFC*Level 
WCC 1 -.53 .24 .59 
RFC  1 .08 -.11 
LCOM   1 .01 
RFC*level    1 

 
Table 17. Correlation analysis for System D 

 WCC RFC LCOM RFC*Level 
WCC 1 .06 .57 .46 
RFC  1 -.05 .39 
LCOM   1 .23 
RFC*level    1 

 
Table 18. Correlation analysis for System E 

 WCC RFC LCOM RFC*Level 
WCC 1 -.63 .45 .99 
RFC  1 -.31 .99 
LCOM   1 .29 
RFC*level    1 

 
Table 19. Correlation analysis for System F 

 WCC RFC LCOM RFC*Level 
WCC 1 .58 .01 .25 
RFC  1 .40 .25 
LCOM   1 .67 
RFC*level    1 

 



An Empirical Validation of Object … 

 

13 

 

Table 20. Correlation analysis summary 
 WCCΧLCOM WCCΧ 

(RFC* Level) 
LCOMΧ 

(RFC* Level) 
System A .02 .88 -.06 
System B .28 .98 .13 
System C .24 .59 .01 
System D .57 .46 .23 
System E .45 .99 .29 
System F .01 .25 .67 

 
 

Table 21. Regression analysis summary 
Systems Estimated 

Parameters A B C D E F 
βRFC*Level .88 .95 .58 .35 .93 .43 
βLCOM .07 .16 .23 .49 .17 .07 
bRFC*Level .70 .77 .58 .38 .75 .44 
bLCOM .21 .15 .78 1.85 .98 .45 
a 1.94 2.68 1.87 -1.17 .35 1.50 
F ratio 16.5 6.11 4.18 10.4 9.11 4.21 

 
 

Table 22. χ2 test observations 
 High Low Total 

WCC 8A 2B 10 
Industry 
Rating 2C 8D 10 

Total 10 10 20 
Value of χ2  is 5.0 

 
 
4.4. Analysis and interpretation 

Examining Table 20 shows that for all the systems, all of the metrics are highly 
correlated with each other, with WCC and (FRC*Level) being the most significantly 
correlated. In order to further assure, χ2 test has been used for testing the null hypothesis 
stated as follows: 

 
H0: Quality estimates obtained through WCC are not significantly comparable/close to 

those obtained from industrial quality experts.  
Ha: Quality estimates obtained through WCC are significantly comparable/close to those 

obtained from industrial quality experts. 
 

WCC’s values of all the six projects have been tested using the Chi-Square Test 
(χ2). The χ2 test applies only to discrete data, counted rather than measured values and 
hence becomes readily applicable in our context. The χ2 test is not a measurer of the 
degree of relationship. It is merely used to estimate the likelihood that some factor other 
than chance (sampling error) accounts for the apparent relationship. Because the null 
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hypothesis states that there is no relationship (the variables are independent), the test 
merely evaluates the probability that the observed relationship results from the chance. 
As in other tests of statistical significance, it is assumed that the sample observations 
have been randomly selected. 
 

The Chi-Square observations for all the 10 systems are listed in Table 22 by using 
Eq. (4) [14], applicable for small samples as frequencies of cells are fewer than 10. The 
assumptions made for WCC values are low for less than or equal to four and high for 
greater than four and the degree of freedom may be calculated by using the formula 
df=(row-1)(column-1).   
 

   
D)C)(BD)(AB)(C(A

2N/2]|BCAD| N[2

++++

−−
=χ     (4) 

 
 
In Eq. (4), A, B, C and D are being replaced by 8A, 2B, 2C and 8D respectively. 

The computed value of χ2 is greater than the critical value of χ2 for 1 degree of freedom 
at .05 level of significance, which are 3.84.  The test indicates that there is a significant 
relationship between the WCC value and industry rating for quality of all the systems at 
the .05 level of significance. Hence, the null hypothesis is rejected and it leads to the 
inference that ‘WCC gives the same result regarding quality for all the systems as it 
was obtained by using full-scale code analyzer, by the organization’. 
 

A critical examination of the results obtained from the tryout leads to the 
following implications and future scopes: 

• WCC gives the same result regarding quality for all the systems as it was 
obtained by using full-scale code analyzer.  

• It will help to evaluate the quality of software and provide the cost estimates of 
a software project that facilitate the estimation and planning of new activities in 
an early stage of development life cycle.    

• It may be further extended to discover the underlying errors in the software 
design at the early stage of software development life cycle leading to reduce 
effort on quality assurance and the avoidance of unnecessary overhead. 

 
 
 

5. Conclusions 
 

All metrics available eventually conduct measures taking class as a basis, whereas 
the proposed object oriented metric is a single class based metric. It caters to all the 
aspects of object-oriented design, i.e. encapsulation, coupling and cohesion. The metric 
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may be used to indicate the software quality in the early stage of SDLC to monitor the 
cost impact of modification and improvement. Much cannot be said about the value of 
this metric, before it is used on a large-scale basis and critically examined. But, this 
metric has a certain impact and value in terms of integral effect and reduction in effort 
for estimating the quality and reliability of object oriented software. This eventually 
leads to evaluate reusability and testability/maintainability of software. Early use of 
these metrics may be helpful to the developer to fix problems, remove irregularities and 
non-conformance to standards and eliminate unwanted complexities in the early 
development cycle. It may be used to ensure that the analysis and design have favorable 
internal properties that will lead to the development of quality end product. WCC may 
significantly help in reducing rework during and after implementation to design effective 
test plans. 
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