
J. KingSaud Univ., Vol. 12, Eng. Sci. (2) pp. 269-284 (A.H. 1420/2000)  
 

269 

Medium to Long-term Peak Load Forecasting for 
Riyadh City Using Artificial Neural Networks 

 
Fahd A. Alturki  and Adel Ben Abdennour 

Electrical Engineering Department, College of Engineering 
King Saud University, Riyadh, Saudi Arabia 

(Received  27 January 1999; accepted for publication 14 June 1999) 
 

Abstract. Load forecasting plays a paramount role in the operation and management of power systems.  
Accurate estimation of future power demands for various lead times facilitates the task of generating power 
reliably and economically.  The forecasting of future loads for a relatively large lead time (months to few years) 
is studied here with application to Riyadh city.  Such a problem typically depends on a number of factors such 
as temperatures, number of customers, and past loads.  However, considering other factors like special events 
and holidays improves the forecasting results, but makes the problem more difficult to solve with classical 
methods.  In this paper, an Artificial Neural Network (ANN) approach to the medium/long-term load forecasting 
problem is presented.  The results reveal that accurate estimates of future loads are achieved.  
Keywords. Neural networks, load forecasting. 
 

Introduction 
 
Accurate load forecasting leads to an economic, secure, and reliable power system 
planning and operation. Power demands need to be estimated ahead of time in order to 
plan the generation and distribution schedule.  Estimation of future load demands is done 
for various lead times (forecasting intervals) ranging from few seconds to more than a 
year.  Four basic types of load forecasting can be defined in terms of both the lead time and 
the purpose of the forecast.  
  
1. Very-short term: The lead time for this type of forecasting is typically few seconds to 

several minutes. 
2. Short-term: The lead time in this type is from half an hour to several hours. This 

forecasting is usually needed for the allocation of spinning reserve. 
3. Medium-term: This forecasting is used in preparing to meet load requirements at the 

height of the winter or summer seasons.  It is also needed for scheduling fuel supplies 
and maintenance operations which require a lead time of few days to several weeks. 
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4. Long-term: Forecasting of this type is mainly used to plan the growth of the 
generating capacity and the transmission expansion which requires a lead time 
ranging from few months to few years. 

 
Various methods of load forecasting models have been used [1,2].  Most of the 

conventional methods fall into the class of time series or regression analysis.  Precisely, 
standard methods include ARIMA modeling, regression modeling, and spectral 
decomposition.  However, due to the importance of the forecasting problem, research has 
lead to alternative approaches dominated by intelligent methods.  Among these intelligent 
systems successfully used for load forecasting is Fuzzy Logic [3], Artificial Neural 
Networks [4-7], and hybrid approach [8]. 

 
The overwhelming majority of load forecasting research has been on the short-term. 

 In fact, very little published work can be found on the medium or long-term problem.  
Part of the reason is that the long-term forecasting requires years of economic and 
demographic data which may not be easy to gather or access.  In contrast, the short-term 
problem can be successfully formulated in terms of temperature and load data over just 
several hours or weeks.  Long-term forecasting (even when the data is accessible) is 
complex in the sense that it is affected by environmental, economical, political, and social 
factors.  For instance, a change in the life style of a large part of the population can change 
the long term power consumption. 

 
This paper discusses the medium-term to long-term load forecasting for the City of 

Riyadh.  Forecasting of weekly peak loads for a lead time of one year is accomplished 
using a single-hidden-layer Feedforward Artificial Neural Network. 

 
Overview of the Electrical Energy in Saudi Arabia 

   
The generating capacity of electrical power in Saudi Arabia witnessed a major 

development in both quality and quantity within few years [9].  Concerning quantity, the 
actual generating capacities for all electric companies in the Kingdom reached the level 
of 19351 Mw by the end of 1996 which is approximately 17 times of what it was in 
1975. 

 
The peak load of the Kingdom during the year 1996/1997 reached 17995 Mw which 

is more than 21 times what it was in 1975.  The generated energy in 1997 reached 81.1 
million Mw which is 19 times of what it was in 1975.  The total number of customers by 
the end of 1996 reached 3,151,198 which is around 9 times its value in 1975.  Figure 1 
summarizes this growth over the last quarter of the century.  
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Fig. 1.  Electrical energy growth. 
(a) generating capacity and peak loads (for the Kingdom) 
(b) subscribers (for Riyadh). 
 

 
The Forecasting Problem for Riyadh City 

 
The medium or long-term forecasting of peak loads for Riyadh is atypical and 

perplexing.  There are at least three factors that participate to an extent in making the 
forecasting for Riyadh a challenge and unique in its nature: 

 
1. The rapid economical, commercial, and residential growth of the city being the 

capital of the Kingdom, 
2. The fluctuation of temperatures over the seasons, especially during the hot summers, 

and 
3. The use of the Hijri calendar (based on the moon) which entails the movement of 

special holidays and school days to different weeks or even months of the year which 
weakens the correlation between load demands and seasonal cycles. 
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The forecasting of future loads depends, in addition to the load history, on the history 
of a number of variables.  Some of the variables that could be considered are: total number 
of subscribers, maximum temperatures, minimum temperatures, and special holidays.  
The number of history years to be considered for each variable needs to be carefully 
determined because many of these variables follow a pattern that changes over the years. 

 
Figure 2 shows the maximum load for the city of Riyadh for a selected number of 

years.  It can be noted from the figure that the load exhibits more of a flat pattern during 
the early 1980's.  The pattern started to change with the use of air conditioners, and the 
emergence of weather sensitive life style to produce peaks and valleys depending on the 
time of the year.  

 

 
 
Fig. 2.  Weekly peak load for Riyadh city. 
  

 
The typical maximum and minimum temperatures are illustrated in Figs. 3 and 4.  

The figures reveal that the temperatures follow the same pattern over the years with some 
fluctuations around the mean. 
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Fig. 3.  Weekly maximum temperatures for Riyadh city. 
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Fig. 4.  Weekly minimum temperatures for Riyadh city. 
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The special holidays (Eid and school vacations) have also a big effect on the load.  
Over the course of one school year, four vacations are usually given: Eid Al-fitr, 
Eid-Al-adha, mid-year vacation, and the summer vacation. In some years, two vacations 
are combined in one.  The beginnings of these vacations depend on the Hijri calendar.  
These vacations for the last six years are shown in Fig. 5. The figure illustrates that the 
holidays do not follow a clear pattern, which represents one of the most difficult points in 
the medium to long-term accurate load forecasting for Riyadh. 

 
 

 
Fig. 5.  Special holidays for the past 6 years. 

 
Overview of Artificial Neural Networks (ANN) 

 
Artificial Neural Networks (ANN) are networks that mimic the biological neural 

networks found in living organisms.  They basically simulate how our brains work, and 
they help explain why our brains outperform computers in many decisions.  The brain is 
believed to attain its power and flexibility from a highly interconnected multiprocessor 
architecture.  It is on this very architecture that ANN is based. 
 

In the generic ANN, there are three main components: the neuron, the network 
topology, and the learning algorithm.  The neurons (also called processing elements) are 
the components where most, if not all, of the computation is done in most AN systems.  
As shown in Fig. 6, they receive signals from other neurons or from the input through the 
interconnections.  These signals can be formulated as an input vector:  
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)a,,a,,a(A ni1 = .   
 

Associated with each connected pair of neurons is an adjustable value called weight. 
 The weights connected to the jth

 
 neuron can be expressed as a vector of the form: 

 )w,,w,,w(W njijj1j =   
 

where wij represents the connection strength from neuron ai to neuron aj
 

 . 

Fig. 6.  General symbol of a jth 

 
neuron. 

The neuron contains an internal limit when it exceeds a threshold, it can propagate an 
action through its connections to other neurons.  Many neurons can be active at the same 
time and thus neural networks can be considered to be parallel computational systems. 
The output value of the jth

 
 neuron can be defined as:  
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There are many functions that could be used for f.  Some of these functions are 

linear, Gaussian, and sigmoid.  The most popular of these options is the sigmoid function 
described by:  

 

xe1
1)x(f

−+
=  

 
The neurons of a neural network are connected together and the overall system 

behaviour is determined by the structure and weights of these connections.  The neurons 
are arranged in groups or layers.  Layers can be either input layers, output layers, or hidden 
layers.  The hidden layers provide networks with the ability to perform complex nonlinear 
mappings.  Signals between layers can propagate in one of the two ways: Feedforward 
(allowing information to flow along one direction) and feedback signals (allowing 
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information to flow in either direction).  A general structure of a feedforward artificial 
neural network is shown in Fig. 7. 
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Fig. 7.  General structure of a feedforward ANN. 
 

The third aspect (arguably the most important of the three ANN components) is 
learning.  Since the basic need for ANN is to try to imitate how the brain makes decisions, 
some way of "teaching" or "training" the ANN to perform a particular task is needed. The 
most common training style is supervised learning.  The supervised learning depends on 
training data set that contains input vectors and corresponding output vectors. These 
vector pairs are used to determine the non-linear mappings that exist in the data set. 
 

For the training task, the most general purpose and widely used paradigm is the 
backpropagation (BP) which achieves its generality because of the gradient-decent 
technique used to train the network.  The gradient-decent is similar to error minimization 
which is an attempt to fit a closed-form solution to a set of data points such that the 
solution deviates from the exact value by a minimal amount. 
 

The BP learns to generate a mapping from the input pattern space to the output 
pattern space by minimizing the error between the actual output produced by the 
network and the desired output across a set of pattern vector pairs.  The learning process 
begins with the presentation of an input pattern to the BP.  That input pattern is 
propagated through the entire network, until an output pattern is produced.  The BP then 
makes use of what is called the generalized delta rule to determine the error for the 
current pattern contributed by every unit in the network.  Finally, each unit modifies its 
input connection weights slightly in a direction that reduces its error signal, and the 
process is repeated for the next pattern.  More details on ANN and its applications can 
be found in [10]. 
 

From this brief overview, it is apparent that the ANN due to its highly parallel 
architecture and its adaptive structure, is well suited for modelling.  In fact it is in this very 
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aspect that ANN found its strength among other intelligent methods.  Once designed, the 
ANN can be retrained any time new data is available allowing for continuous 
improvement of the network if needed. 

 
ANN Solution to the Load Forecast Problem 

 
It is usually not very difficult to identify the different factors that affect peak loads.  

For example, the medium to long term forecasting is affected, one way or another, by at 
least variables like minimum and maximum temperatures, the number of subscribers, load 
history, and special holidays.  The difficult task, however, is to determine how each of 
these variables influences the load demand.  In other words, if we precisely know these 
variables, how can we accurately determine what the peak load will be in the future.  The 
problem, therefore, is reduced to finding an accurate mapping between the influencing 
factors and the predicted outcome. 
 

Artificial neural networks have been known to possess a powerful generalization 
capability making them good candidates for problems of this type.  The data pertaining to 
the number of subscribers, temperatures, past loads, and holidays have been collected to 
train the ANN.  It is worth noting that such data is intended for illustration and research 
purposes only and may not necessarily represent the local utility. 
 

Two ANN solutions are suggested and compared.  In the first, only one neural 
network is used to perform the forecasting task.  In the second solution, the year is divided 
into three parts.  For each of these parts, a neural network is designed resulting in three 
networks that perform the forecasting task. 
 
General approach and optimization strategy 

In solving the load forecasting problem using neural networks, two major set of 
issues need to be addressed separately.  The first is with respect to the forecast problem 
itself, while the second is with respect to the ANN. 
 
a) Issues related to the forecasting  problem: 

The variables that are likely to affect future medium to long term loads are maximum 
temperature, minimum temperature, past load history, number of subscribers, and special 
holidays. The first step is to identify which of these variables are actually influencing the 
peak loads for the case of Riyadh.  Once these variables are identified, the needed number 
of history years is determined.  As an example, if it was determined that past loads are 
needed to predict future loads, then we need to determine how many history years are 
necessary. 
 

To resolve these issues, an ANN is built and supplied with a set of training data. 
A program is written to automate the selection of crucial influencing variables and 
the corresponding needed number of history years.  The combination that yields the 
minimum error between the actual and predicted loads is used as input to the ANN. 
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b) Issues related to the ANN architecture: 
It is well known that the neural network is sensitive to a number of factors among 

which are: normalization of the training set, initialization of the weights, number of 
neurons, and number of training epochs.  The neural network results can vary considerably 
due to variations in these factors. 
 

Here, also, a program is written to automate the selection of the neural network 
variables.  This program loops through a number of normalization (scaling) factors, initial 
weights, number of neurons, and number of training epochs.  The combination that 
induces the minimum error between the actual and predicted loads is chosen. 
 
The one-network solution 

In this approach, a one ANN is used to forecast future load demands.  A block 
diagram of the solution strategy is shown in Figure 8.  The optimization routine mentioned 
 in the previous section lead to the following input variables: P(k), P(k-1), P(k-2), sub(k), 
Tmax(k), Tmin(k), Tmin(k-1), Tmin
 

(k-2), and hol(k), where 

k: current year 
P: weekly peak load demand 
sub: number of subscribers 
Tmax
T

: weekly maximum temperature 
min

hol:  holidays (hol=1 if the week in question is a holiday, hol=0 otherwise) 
: weekly minimum temperature 

 

 
 

This network uses 17 neurons and is trained for 3500 epochs.  The training period 
covered all the weeks from 1992 to 1995.  The training data collected over this period is 
enough as will be seen later. 

 
 

Fig.  8.  The one-network solution. 



Medium to Long-term Peak Load Forecasting for … 

 

279 

 
The three-network solution 

When examining the load patterns for recent years (as was presented in Fig. 2), three 
distinct intervals can be easily identified.  The first interval covers weeks 1-18 
(January-May) and it is characterized by low peak demands, low temperatures, and a 
number of school vacations.  The second period covers weeks 19-42 (June-October) and 
it is characterized by very high temperatures, high load demands, and the summer 
vacation.  The last period covers the remainder of the year (November-December) where 
temperatures are mild and there are generally no vacations. 
 

As there are three apparently distinct periods of the load pattern, it may be tempting 
to use three distinct ANNs (one for each period) leading to a three-network solution to the 
problem as shown in Fig. 9.  Here also, the optimization strategy described in the previous 
section is used to find the optimal input variables and the ANN parameters for each 
network.  These results are summarized in Table 1. 

 
Table 1. Summary of parameters for the three-network solution 

 ANN1 ANN2 ANN3 

Inputs P(k) 

P(k-1) 

P(k-2) 

P(k-3) 

Sub(k) 

sub(k+1)

T

# 

max

T

(k) 

min

hol(k) 

(k) 

hol(k-1) 

P(k) 

P(k-1) 

P(k-2) 

P(k-3) 

sub(k) 

Tmax

T

(k) 

min

T

(k) 

min

hol(k) 

(k-1) 

 

P(k) 

P(k-1) 

P(k-2) 

P(k-3) 

sub(k+1)

sub(k) 

# 

sub(k-1) 

sub(k-2) 

sub(k-3) 

Tmax

T

(k) 

min

T

(k) 

min

T

(k-1) 

min

hol(k) 

(k-2) 

Number of neurons 22 15 22 

Number of epochs 3500 2000 3500 
# indicates that future (expected) number of subscribers is used. 
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Fig. 9.  The three-network solution. 

 
 

 Results 
 

The two solutions (the one ANN and the three ANNs) are used to forecast the weekly 
peak loads for 1996 and 1997.  A comparison between the two approaches and the actual 
data is shown in Figs. 10 and 11. Table 2 summarizes the Mean Square Error (MSE), Root 
Mean Square Error (RMSE), and Absolute Relative Error (ARE) for the one and 
three-network solutions. 
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where y  and y are the forecasted and actual values respectively. 
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Fig. 10.  Comparative results for forecasting 1996 weekly peak loads. 
 

 
 
Fig.  11.  Comparative results for forecasting 1997 weekly peak loads. 
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The figures reveal that both techniques predicted the weekly peak loads 
exceptionally well.  However, by examining the quantified performance (Table 2), the 
three-network solution outperforms the single network.  Nevertheless, its structure is more 
complex.  Whether the slight improvement is worth the increased complexity is a matter 
of a judgement call. 

 
Table 2. Forecasting errors for 1996 and 1997 

Year Method MSE% ARE% RMSE% 

1996 One-Net 
Three-Net 

0.5286 
0.2777 

4.7629 
4.6526 

0.8223 
0.7560 

1997 One-Net 
Three-Net 

0.6997 
0.3937 

6.9321 
5.5754 

1.2005 
0.9005 

 
 

Conclusions 
 

Forecasting weekly peak loads for a one-year lead time using artificial neural 
networks was studied.  Two ANN architectures (the one-network solution and the 
three-network solution) were investigated.  Both structures were trained using data 
covering the period from 1992 to 1995.  It was possible to use the history of power, 
minimum temperatures, maximum temperatures, number of subscribers, and special 
holidays, to accurately predict future Riyadh city peak loads for 1996 and 1997.  In the 
worst possible case, the mean square error did not exceed 0.7% whereas it was as low as 
0.28% in some cases.  An added edge of the use of ANNs in the solution of such problems 
is its ease compared to the classical statistical and time series approaches.  In addition, it 
can be retrained any time to improve its performance; a quality that is of a particular 
importance especially with the always changing load patterns. 
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 فهد بن عبد االله التركي وعادل بن عبد النور
، ٨٠٠ب.قسم الهندسة الكهربائية، كلية الهندسة، جامعة الملك سعود، ص  

، المملكة العربية السعودية١١٤٢١الرياض   
 

في ( م  ل ت في ۲۷/۱/۱۹۹۹اس نشر  ل ل ل  ب ق و ؛   ) م۱٤/٦/۱۹۹۹م
 

الأ. ملخص البحث ع  ق و ت دي  ؤ ا ي يّ ر ه و ا ج رً و د ة  ي ئ ا ب ر ه ك ل ا ل  ا م ح
يث  ، ح ا ه ت ر ا د إ و ة  ي ئ ا ب هر ك ل ا ة  ق ا لط ا ة  م نظ أ يل  غ تش في 
ات  ق و ، لأ ة ي ل ب ق ت مس ل ا ل  ا م للأح يق  ق د ل ا ع  ق و ت ل ا إن 

د   م ت ع م كل  بش ة  ق ا لط ا اج  ت ن إ في  م  ه يس  ، ة ت و ا ف ت م
دي ا تص ق ا ل . و ا م الأح ع  ق و ت ة  اس در بحث  ل ا ا  ذ ه في  مت  ت

 ، ا ي� ب نس ة  ل ي و ات ط ر ت ف ل ة  ي ئ ا ب هر ك ل ور(ا ه ة  -ش د ع
و ن اض)اتس ي ر ل ا ة  ن ي د م لى  ة ع اس در ل ا لك  ت يق  ب تط و  ، .

 ، ة ر ا لحر ا ات  درج ب ال  م الأح ع  ق و ت ة  م نظ أ ر  ث أ ت ت  ، ة د ا ع
اك  ن ه أن  إلا   ، ة ق ب ا لس ا ل  ا م الأح يخ  ر ا ت و  ين  ك ر ت مش ل ا د  د ع
اث  د الأح ك  ، ر ا ب ت الاع في  ا  ه ذ أخ غي  ب ن ي أخرى  مل  ا و ع
ئج  ا ت ن ل ا يُحسَنّ  د  ق ا  م و  ه و  ، ات ز ا الإج و د  ا ي الأع  ، ة اص لخ ا

ة ب و ع من ص د  ي ز ي ه  ن ك م  ل ا د تخ اس ب ثل  م الأ لحل  ا لى  ول ع لحص ا
رح  ت ق ي بحث  ل ا ا  ذ ه إن  ف م  ث من  و  ، ة ي د ي ل ق ت ل ا لطرق  ا
دى طرق  إح ك  ، ة ي اع ن الاصط ة  ي ب عص ل ا ات  ك ب لش ا م  ا د تخ اس
ل  ا م الأح ع  ق و ت ل يق  ق د م  ا نظ ء  ا ن ب ل  ، اعى ن الاصط ء  ا ك ذ ل ا

ة وسط ت اض/م ي ر ل ا ة  ن ي د م في  دى  م ل ا ة  ل ي و  .ط
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