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Abstract. This paper presents the results of statistical analysis of extended data of nine solar and other 
weather parameters of the capital city area of Jordan. The regression models developed in this paper 
include the prediction of air temperatures, relative humidity, atmospheric pressures, daily sunshine 
hours, and daily solar energy incident on this area. It also includes four models developed in this research 
for the prediction of the clearness index of solar radiation in this area. This parameter besides its intrinsic 
use is needed in the prediction models of diffuse as well as direct solar radiation. 

Introductiou 

Simulation as a design and research tool has advanced considerably during the past 
two decades. The aim of simulation is to predict the behavior of systems under vary­
ing inputs in a speedy and cost effective manner. The digital computer of all sizes has 
helped in achieving these two requirements. However, numerical simulation of sys­
tems requires mathematical models of these systems and the energy input and output 
parameters they interact with. 

For example, in simulated studies of buildings for optimum energy consumption 
to maintain a desired indoors environment requires modelling of the heating and 
cooling loads of these buildings under varying weather and other conditions. This in 
turn requires mathematical representation of the weather parameters of the region 
where the buildings are located [1 J. 

This paper presents prediction models for solar energy and other weather 
parameters that could be used in the design and simulation of engineering systems in 
the capital city region of Jordan. The data used in this analysis is extracted from a 
report published by the Meteorological Department of Jordan [2], 
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The weather parameters and the corresponding periods of data are given in 
Table 1. 

Table 1. Parameters and Data Periods 

Parameter Description 

Mean monthly air temperature, °C 

Mean daily maximum air temperature, °C 
Mean daily minimum air temperature, °C 

Mean monthly relative humidity, $ , % 
Mean monthly atmospheric pressure, mbar 

P mx Monthly maximum atmospheric pressure, mbar 
Monthly minimum atmospheric pressure, mbar 
Mean daily sunshine hours, hours 

Mean daily solar energy, MJ/m2 

Mean daily maximum sunshine hours, hours 

Period in years 

27 

63 

21 
5 

Although the data considered here had been collected in a limited area, they rep­
resent a large terrain of Jordan. Furthermore, this particular area covers the major 
population center of Jordan. The data used in the derived correlations are averages 
of the periods listed in the above table. 

Initially, several equations were attempted. In the final analysis, however, the 
shape of the graphical outlay of the data suggested a polynomial representation as a 
strong candidate. 

Thus polynomials of degrees one (linear) through six were attempted and the 
statistical parameters of the results dictated the degree of the polynomial that was 
best for the particular parameter under consideration. 

The statistical approach used in this study is outlined in the next section. This is 
followed by the section of the presentation and the discussion of the results. 

Analysis and Procedure 

The general form of the polynomial used to fit the data is given in the following rela­
tion. 

n 

f('l) = L a, '1' (1) 
i=() 
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where '1 is the independent variable, ao is the constant of the polynomial, and the a i 
s are the coefficients of the independent variable. f( '1) represents the various predic­
tion parameters of this study, such as the t, and (;. The highest degree of the polyno­
mial is taken as 6 since no appreciable improvements were noticed in the values com­
puted by the resulting equations when it increased beyond this value. 

The procedure of determining the values of the constants and the coefficients is 
outlined as follows. 

1. Each set of data was analyzed six times. This covers polynomials of orders one 
through six. 

2. In each analysis the following computations were performed: 

• The multicorrelation coefficient, R2 
• The constant of the polynomial au' 
• The coefficient or coefficients of the polynomial, ai' 
• The standard errors of the constant and the coefficients, f i, and the ratios 

of the coefficients and the standard errors rio 
• The percentage error between the data and the calculated values, ei. and, 
• The average values of rj and e j 

3. A value of 0.9 or more for R 2 is desirable. This parameter, also called the deter­
mination coefficient, denotes the degree of agreement between the data and the 
calculated values. A value of 1 reflects complete agreement [3). Also the higher 
the values of the ratios ri the better would be the results. Values of 10 or more 
are desirable, see for example Draper et al. [4). The best value of the percentage 
error is the one closest to zero. Thus a good R 2value is not good enough unless 
r is large enough, and e is small enough. 

4. In applying the step above one of the models stands out as best representative of 
the data. Such model was selected for inclusion in this paper. 

The multicorrelation coefficient, R 2 is given by the following equation. 

R2= 1 (2) 
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where Wi are the data values, OJ is the average ofthese values, and f(T],) is the predicted 
value obtained by using the derived correlation equation. 

The standard error of the constant of the polynomial is given by the following 
equation. 

(3) 

where the terms in this equation are as defined above. 
The standard errors of the coefficients of the polynomial are given by the follow­

ing equation. 

(4) 

where ii is the average value of the independent variable. The other terms in this equ­
ation are as defined above. 

The ratios of the constants of the polynomials or the coefficients to the standard 
error and the percentage errors of the predicted values are given by the following 
relations, respectively. 

(5) 

Data i - Resultj 

ei = 100 (6) 
Data; 

Results and Discussion 

Approach 

In correlating the data by fallowing the procedure outlined above and calculat­
ing the average of the standard error ratios and the averages of the percentage errors, 
thirteen statistical results similar to those given in Table 2 for the mean monthly air 
temperature are obtained in this study - one for each of tile parameters listed in Table 
I and four for the clearness index. 
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Table 2. Typical Results 

n RZ • • 
0.117 1.48 42.79 

2 0.903 6.50 15.05 
3 0.979 3.11 6.91 
4 0.998 11.69 1.83 
5 0.998 4.57 2.23 
6 0.998 3.55 2.55 

In considering the R2 values, shown in the Table above, five of the six polyno­
mials are satisfactory. All values of the five values R 2 are greater than 0.9. The linear 
option (n=l) is obviously unacceptable, its R 2 value is 0.117. Moreover, the average 
percentage error of the prediction by the linear equation is also far too high. It is 
42.79%. 

By further inspection of the rest of the results in this Table, it can be seen that 
the fourth degree polynomial provides the best result. The R 2value is one of the high­
est three, its average percentage error of 1.83% is the lowest, and its average stan­
dard error ratio of 11.69 is the highest. 

Thus, the choice of the best polynomial in the case of the mean air temperature 
is straight forward, since it satisfies the best of the three statistical indicators. In 
selecting the best polynomial for some of the other parameters the R2 value and one 
of the other two values were accepted when there was no absolute choice. 

In a further study of the results, predicted values along with data were plotted to 
consider a visual comparison of the data and the predicted values. An example of 
these plots is given in Fig. 1. The linear and the second degree equations were not 
plotted to avoid crowding the Figure. It is also seen that they are the least accurate 
of the results. 

It is visually noticeable that the polynomial of the fourth degree is the best 
throughout the whole range. This confirms the result obtained by the statistical 
analysis. However, for the period from January to July the two highest order polyno­
mials seem to be satisfactory, but when the other part of the year is considered great 
deviation from the data can be seen. Obviously, these polynomials cannot satisfactor­
ily represent the data of that part of the year. 
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Fig. 1. Comparison of prediction models 

This detailed analysis was applied to the statistical results of the rest of the 
parameters under study. The prediction equations are given in the following subsec­
tions. 

Air Temperature 

Three monthly mean daily air temperatures are considered in this analysis. 
These are the mean, the maximum, and the minimum daily temperatures. These 
values are averaged for each of the months. 

The following equation is for the calculation of the mean t~mp~rature, t. 

t. = 9.1187 -5.1584m + 2.6565m2 -0.3000m3 + 0.OO95m4 (7) 

where m is the month of the year. The R 2 value for this regression is 0.998, and the 
value of the average percentage error, e, is 1.831 %, and the value of the average stan­
dard error ratio, f is 11.687. Take the month ofJanuary as an example to compare the 
recorded value and the computed value of the mean temperature: The recorded 
value is 6.2 °C compared to 6.3 °C as computed from the above equation. Thus a neg­
ligible error of 1.6% is expected in the predicted values. 
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The maximum temperature can be predicted by the following equation. 

Tmx = 28.1136-7.2958m + 3.5892m'-0.4438m3 + 0.0178m4-0.0178m5 (8) 

where the R2 value is 0.996, the value of e is 4.2%, and the value of r is 4.53. The 
recorded maximum temperature for January is 24 °C, which is very close to the value 
computed from the above equation, namely, 23.98 0c. 

The average minimum air temperature can be predicted by using the following 
regression equation. 

Tmn = 6.56-6.4430m + 2.8390m'-0.3169m3 + 0.0103m4 (9) 

where the R 2 value is 0.997, the value of e is 4.34%, and the value oU is 10.43. The 
recorded temperature is 2.4 °C compared with the value of 2.65 computed from the 
above equation. The error in prediction of this value is expected to be about 10%. 

In addition, the meteorological records show that the absolute maximum tem­
perature in the Amman area is 41.5 °C recorded in August, and the absolute 
minimum temperature of-8.3 °C recorded in January. 

Atmospheric pressure 

Regression equations for the calculation of the monthly mean atmospheric pres­
sure, along with the monthly maximum and minimum pressures are presented here. 
The pressures are in mbars. 

The monthly atmospheric pressure is predictable by the following equation. 

P = 935.810- 13.8133m + 7.3494m'- 1.831m3 + 0.2168m4 - 0.0117m5 + 0.0002m6 

.... (10) 

where the R2 value is 0.960, the value of e is 0.05%, and the value of r is 184.08. The 
value recorded for January is 927.6 mb which is negligibly different from the com­
puted value of 927.7 mb. 

The mean maximum atmospheric pressure can be predicted by the following equa­
tion. 

P mx = 938.542 + 4.2865m-I.2877m'-0.0392m3 + 0.021Im4-0.0oo6m5-0.00002m6 

.... (11) 

where the R 2 value is 0.970, the value of e is 0.50%, and the value oU is 106.00. The 
recorded value is 941.3 which is almost equal to the computed value of 941.5 for the 
month of January using the above equation. 
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The mean minimum atmospheric pressure can be predicted by the following 
equation. 

P mn = 918.061-8.9995m + 2.2429m2-0.1737m3 + 0.OO37m4 (12) 

where the R 2 value is 0.902, the value of e is 0.12%, and the value of r is 127.57. The 
value in the records of this quantity for the month of January is 912 mb compared 
favorably with the value 911.5 computed using the above equation. 

The records show that the highest atmospheric pressure recorded in the Amman 
area is 1035.5 mbar in February and the lowest value of 993.5 mbar in March. The 
altitude of Amman is 980 meters above sea level. 

Relative humidity 

The mean monthly relative humidity, <p, can be predicted by the following equ­
ation. 

<p = 67.318 + 16.865m -11.4413m2 + 2.2565m3 -0. 1864m4 + 0.0057m5 (13) 

where the R 2 value is 0.985, the value of e is 1.98%, and the value off is 8.51. By com­
paring the value of 75% in the records for the month of January with the computed 
value of 74.8% it is seen that the error in the computed values is negligible. 

The meteorological records for the Amman area show that the maximum 
number of days with relative humidity greater than 80% is 13.5 and that happens in 
January. The number of days with relative humidity less than 30% is 7.1 which hap­
pens in May. 

Solar energy 
In this section, the prediction equations of the mean daily sunshine hours, the 

mean daily incident solar energy, and four equations for the prediction of the mean 
daily clearness index of the area of Amman, Jordan, are presented. They are pre­
sented along with their corresponding values of R2, the average percentage error, e, 
and the average standard error ratio, r. 

Sunshine hours 

The mean daily sunshine hours, n, are given by the following equation. 

n = 6.2545 -1.6718m + 0.8047m2- 0.0414m3 -0.OO6Om4 + 0.OOO4m5 (14) 

for which R 2 isO.9896, e is2.4%, and ris 3.4598. 
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The total annual sunshine hours for most of Jordan given by the World Maps of 
Climatology [5] is 3600 hours, the computed value of this quantity as given by the 
above equation is about 3200 hours, with a deviation of about 10%. However, the 
January and the July values as computed using the above equation fall within the 
band of values given in the above reference [5]. For example, for January, Amman 
falls in the band of 150 to 200 hours, the computed value is 165.6 hours. 

Solar energy 

The mean daily incident solar energy is given by the following equation. 

G = 9.8343 - 3.0087m + 2.3863m2 - 0.3311m3 + 0.0127m4 (15) 

for which R 2is 0.9996, e is l.2%, and r is 24.1563. 

Clearness index 

The monthly mean daily clearness index of a location of interest, KT is defined 
as the ratio of the monthly mean solar energy, G, at a given location over the monthly 
mean extraterrestrial solar energy, Go at the same latitude as the location of interest. 
The value of Go was computed by taking the actual average of the daily values for 
each of the months. 

The regression equations of KT are given in terms of the sunshine hours ratio 
which is defined as the actual sunshine hours, ft, over the monthly mean daily 
maximum sunshine hours, N. This value is computed for each day of the month and 
averaged over the number of days in the month. 

The regression equations are given as follows. 

_ G ft 
Kr = -=- = 0.5277 + 0.3422 

Go N 
(16) 

for which R 2 is 0.8002, e is 2.462%, and r is 13.62. 

~o = 0.0781 + l.6857 ( ~ ) - 0.966 ( ~ y (17) 
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for which R2 is 0.8582, e is 2.089%, and r is 2.60. 

~o = 0.8727 -1.916 (~ ) + 4.368 ( ~)) 2 -2.582 (~))3 (18) 

for which R2 is 0.8620, e is 1.943%, and r is 9.59. 

_ ( ) ()' ()3 ()4 G ii ii ii ii 
G

o
=14.134-82.139 1'1 +183.857 1'1) -178.656 1'1) +63.929 1'1) (19) 

for which R2 is 0.8770, e is 1.645%, and r is 120.46. 

As can be seen from the three statistical parameters the fourth degree polyno­
mial is the best of the other regression correlations. Nevertheless the linear version 
is the most common. 

The constant and the coefficient of the linear regression equation are usually 
denoted by "a" and "b". These va'lues depict the location and the turbidity of the 
atmosphere in the area where they apply. The values derived here of 0.5277 and 
0.3422, respectively, are very close to values derived by the author [6] more than a 
decade ago. However, they are different from the values of 0.174 and 0.615, respec­
tively, derived by 

The source of data used by Alsaad [7] is limited and different from the one used 
by the author. 

The clearness index is a parameter used in predicting the fraction of the beam or 
the diffuse radiation energy over the total energy. 

An equation for the calculation of diffuse radiation using the clearness index was 
developed by Klein [8]. This equation is given as follows. 

Gd _ _ 2 _ 3 

-=- = 1.390 - 4.027 KT + 5.531 KT - 3.108 KT 
G 

(20) 

where Gd is the daily diffuse solar energy, (MJ/m2), received on a horizontal surface. 

A linear form of this equation was developed for the Amman area by Alsaad [9] 
is as follows. 
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G
d 

_ 

- = 0.675 -0.747 KT 
G 
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(21) 

For the beam radiation fraction, a linear regression equation was derived by 
Becker [10]. 

G
b 

_ 

- = -0.14 + 1.26 KT 
G 

(22) 

Therefore the total, the diffuse and the beam mean daily solar energy flux in the 
Amman area can be predicted with high degree of accuracy for the design of solar 
energy systems. 

Conclusion 

The advent of the digital computer and the more recent proliferation of high 
power PCs have helped in the advancement of the science of system simulation. The 
numerical simulation of buildings for residence or for any other applications calls for 
the input of local weather parameters. 

In this paper, regression equations for thirteen solar energy related and other 
weather parameters were developed based on long time records of data for the 
Amman area of Jordan. The four models for the prediction of the clearness index are 
included with the corresponding statistical information to help the user select the 
equation with the desired level of accuracy. Moreover, regression equations for the 
diffuse and the direct solar radiation in terms ofthe clearness index are also included. 

The approach used in the analysis is outlined. The choice of the best model was 
based on the three statistical parameters: The coefficient of determination R2, the 
average percentage error between the data and the prediction values, and the stan­
dard error ratios of the constants and the coefficients of the derived equations. 
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