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,\./)stract. AccUfate prediction of future electrical power demands greatly t~lcilitates the task or power 
gcncratIcll1 reliably and economically, In this paper, the new soft computing technologies, namely llemo-fuzzy 
techniques are adopted to improve precision of medium to long-term load forecasting, Pcrli.mnance of the 
proposed methodology is verified using simulations of some data pertaining to the Riyadh power system. This 
approach is compared with time series and neural networks design ll1ethod~. It is dell1on~traled that the 
proposed methodology surpasses other methods by producing very accurate pcak load iorecasts. 
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Introduction 

Load forecast for electricity generation companies is important ['ell' scheduling of 
resources on an hourly basis or for the more long term planning activities. To meet daily 
load demands in a timely fashion, prediction of loads for lead times in the order of 
minutes or hours is necessary. However, for planning purposes or maintenance 
scheduling, lead times in the order of days, months or even years are commonly used. 

The search for enhanced forecasting techniques has been ref1ected by a wealth of 
recent papers utilizing different techniques for load modeling [1-2]. Most of the 
conventional methods belong to the class of time series or regression analysis. Standard 
methods include ARIMA modeling, regression modeling, and spectral decomposition 
[3]. I n appreciation to the importance of load forecast. research has been recently 
renewed and has led to alternative approaches dominated by intelligent methods. These 
methods include designs based on Artificial Neural Networks, Fuzzy Logic, and hybrid 
systems [4-9]. 
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Most of load forecast research has been on the short-term problem and very few 
studies are on medium or long-term cases. The reason for this could be partly due to the 
fact that such cases require many years of socio-economic and demographic data, which 
are not always easy to obtain. 

Load Forecast 

The precise estimate of instantaneous and future loads is impOliant for the 
economical and effective planning of power plant operation. To honor daily load 
demands reliably, prediction of loads is done for different lead times ranging from few 
seconds in the case of very short-term intervals to few years for very long-term planning 
strategies. Depending on the lead times, load forecast is usually characterized into 
several types that include: 

I) Short-term: the lead time is typically half an hour to several hours. It is needed 
for the allocation of spinning reserve. 

2) Medium-term: the lead time is a few days to several weeks. It is used for 
scheduling fuel supplies to meet load demands at the height of winter or summer 
seasons. 

3) Long-term: This type is mainly used to plan the growth of the generating 
capacity or the transmission expansion which requires a lead time of few months to few 
years. 

It is known that the load required by a region is largely affected by many factors 
that include general trends, time dependent factors such as season and holidays, weather 
conditions, special events, and economy growth related factors. Load forecast takes these 
factors into account and helps in the management of resources, such as planning 
sufficient generation, spinning reserve or standby reserve. When done accurately, it 
piays an important role in reducing cost of power generation. 

Electrical Energy Consumption for Riyadh 

A.s a fast developing country, Saudi Arabia and particularly Riyadh city, the capital, 
has witnessed probably unparalleled development in most sectors including social and 
economic life styles. This expansion has largely affected the trend of electric power 
generation and consumption [10]. As depicted in Fig. I, the yearly minimum and 
maximum peak loads of the period from 1980 to ] 997, show how the demand was 
rapidly increasing. This fact can be partly attributed to the monotonic increasing pattern 
ofthe number of customers over the same period, Fig. 2. 
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Fig. 1. Minimum and maximum peak loads (1980-1997). 
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Fig. 2. Growth of the numbel' of customel's (1980-1997). 
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The problem of forecasting the peak load for Riyadh as an example of a fast 
dcvelopmg city, is a typical and intricate which makes such a problem a challenge and 
perhaps unique in its nature. This stems from the fact that there are many complex 
factors that influence the amount of load needed each season and each year. Some of 
these i~lctors are: 

I. The rapid economical, commercial, and population growth of the city: the 
economy of Riyadh city depends mainly on oil prices which are very hard to predict. 

2. The large diversity of minimum and maximum temperatures over seasons: 
typically, the high temperature period (July and August) is characterized by high 
ambient temperatures that may exceed 47° C and the minimum can drop to subzero 
degrees in winter (Fig.3). 

3. The dependence of the special holidays and school days on the Hijri calendar 
which is a lunar calendar, constitutes a major factor that affects the peak load. The 
largest religious festivals in the country are: Ramadan (fasting month for Muslims), Eid 
AI-fitr that marks the end of Ramadan, and first p31i of the month of Dul-Hijjah in which 
Hajj pilgrimage to Makkah takes place. In these events, peak loads are subject to 
significant changes. For instance, during Ramadan the load is usually increased due to 
the increase in some residential and commercial activities. After each festival the load is 
substantially decreased since a large portion of the population leaves Riyadh for Hajj or 
for holidays in addition to the closure of most government establishments. School and 
religious holidays are cyclic and irregular in some sense, Fig. 4, with respect to seasons 
which normally change the system peak in both magnitude and the time of its 
occurrence .. The formation of these factors makes the process of demand forecasting 
difficult and more difficult than those commonly published. 
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Fig. 3. Weekly minimum and maximum temperatures of Riyadh in 1997. 
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Fig. 4. Special holidays for the past 6 years. 

Adaptive Neuro-fuzzy Systems 

It is now realized that complex real-world problems require intelligent systems that 
combine knowledge, techniques and methodologies from various sources. These 
intelligent systems are supposed to possess human like expertise within a specific 
domain, adapt themselves and learn to do better in changing environments, and explain 
how to make decisions or take actions. 

Neuro-fuzzy approach combines two powerful computing disciplines: adaptive 
neural networks and fuzzy set theory. Neural networks are well known for its ability to 
learn and adapt to unknown or changing environment to achieve better performance. 
Fuzzy set theory, on the other hand, can by its effectiveness in handling linguistic 
information, incorporate human knowledge, deal with imprecision and uncertainty, and 
clarify the relation between input and output variables. 

Adaptive Network-based Fuzzy Inference Systems (ANFIS) are fuzzy Sugeno 
models put in the framework of adaptive systems to facilitate learning and adaptation 
[1 1]. Such framework makes such models systematic and less relying on expert 
knowledge. To describe the ANFIS architecture briefly, consider two fuzzy if-then rules 
based on a first order Sugeno model: 
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Rule l: if(x is AI) and (y is B I) then (j~ -= PIX +qlY + rl) 
Rule 2: if (x is A2) and (y is 8 2) then (h = P2X +q2Y + r2) 

where x and yare inputs; Ai and Bi are appropriate fuzzy sets; P]' q I, and r I are certain 
parameters·.iI andf; contribute to the output of the system. 

Figure 5 shows one possible ANFIS architecture for implementing these two rules. 
In this five-layer architecture, a circle indicates a fixed node whereas a square indicates 
an adaptive node whose parameters are changed during adaptation or training. 

xy 

f 

Layer 2 Layer 3 Layer 4 Layer 5 

Fig. S. Eqnivalent ANFIS architecture 1111. 

Clearly, the implementation of ANFIS is not unique. Some layers can be 
combined and still produce the same output. In this design of ANFIS, there are two 
adaptive layers (layers 1 and 4). Layer] has three modifiable parameters (al> b" and c;) 
pertaining to the input fuzzy membership functions (MF). These parameters are called 
premise parameters (the if part of the rule). Layer 4 has aiso three modifiable parameters 
(Ph q" and r;) pertaining to the first order polynomial. These parameters are called 
consequent parameters (the then part of the rule). 

The task of the training or learning algorithm for this architecture is to tune all the 
modifiable parameters to make the ANFIS output match the training data. Therefore, a 
hybrid learning algorithm using both least-squares method and backprobagation is used 
to identify the optimal values for the parameters Pi, qi, and rio and for the parameters of 
the MF's ifrequired. Detail of this algorithm is described in [II]. 

A Neuro-fuzzy solution to load forecasting for Riyadh 
For Riyadh, unlike other cities, the seasonal effects are no longer the only major 

factor. For example a summer peak load can drastically change depending on when the 
vacation is scheduled. A decision system for load forecast requires detailed analysis of 
data and the rule base has to be fixed heuristically for each season. The rules fixed in this 
way do not always yield the best forecast. This necessitates the development of a robust 
forecasting technique to achieve a reliable forecast with improved overall accuracy. 

The available data for Riyadh for the period (1980-1997) on a weekly basis are: 
actual power demands (P), number of subscribers (sub), minimum (Tmin) and maximum 
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(['max) temperatures , and public holidays (hol). Religious events which are based on 
Hijri calendar are incorporated by an index, (hindex), that relates Hijri to Gregorian, and 
a ·binary code was used to flag a holiday or school day. All input and output data were 

re-scaled to lie in the range O-l. 

The number of MFs assigned to each input variable is chosen empirically, that is, 
by plotting the data sets and examining them visually, or simply by trial and error. For 
data sets with more than three inputs, visualization techniques are not very etTective and 
most of the time the designer tends to rely on trial and error. This situation is similar to 
that of neural networks where there is just no simple way to determine in advance the 
minimal number of hidden units needed to achieve a desired performance level. 

Input selectioll 
To obtain accurate load forecasts, the most relevant factors should be determined 

and included in the model. By removing insignificant input variables, the resulting 
design is easier to interpret and implement In addition, inchlding unnecessary variables 
causes loss of resources and may lead to over-fitting. 

1n the literature, many techniques have been proposed for input selection. This 

includes CART [12], Automatic Relevance DetectlOn (ARD) [13], and the ()' -test [14] 
which determines dependencies within data in order to select relevant inputs. In this 
paper, a method that takes advantage ofthe ANFIS sttucture will be used. This method, 
vvhich is described in [15], is based on the assumption that the ANFIS model with the 
smallest MSE after small number of epochs, has a greater potential of achleving a lower 
MSE when given more epochs of training. Hence, if there are ten candidate inputs and it 
is required to determine the three most influential three inputs, then we can construct 

( ('~() = 120) ANFIS models and the model with the smallest Mean Squme Error (MSE) 

is chosen. 

Based on the result of [9] and to limit computational cost seven candidate inputs 
were initially selected, namely: P(k), P(k-l), sUh(k), ~Il,,\(k), Tlli,,(k), hol(k), and 
himiex(k) , where k is the current year. The method of selection introduced for ANFIS in 
[15] is adopted here and repeated seven times. In each time, the MSE is calculated for all 
combinations of variables (for example: at the third time the combinations are 

C; = 35) and the minimum is recorded. The algorithm is run for one variable at a time 

then two variables at a time, until seven variables at a time. To investigate the effect of 
adding more inputs, one more variable (P(k-2) ) is added. Figure 6 depicts the recorded 
values of the smallest MSE at each step. From Fig. 6 , one can conclude that a model 
with eight variables have very small improvement over a 7··input model. However, this 
slight increase in performance may not be favorable taking into account the large 
undesirable increase in complexity. 
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Fig. 6. Minima of MSEs for each number of inputs at a time for 1996. 

The proposed structure is basically an ANFIS based neuro-fuzzy system that has 
seven inputs and one output as shown in Fig. 7. For a grid partition and using two MF's 
for each input, the number of rules becomes 128 rules. This fuzzy system forecasts the 
peak load at a particular week for one year lead. It can be re-tuned when any new 
information is available. 
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Fig. 7. A general structure of the fuzzy neural forecasting model. 
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Results 

Using a seven input model described above with each input havlHg t\l'lO gaussian 
MF's, the ANFIS, which is readily available in neural net toolbox for Matlab

g1 

users, is 
trained with actual weekly peak loads for the period 1980-1995. Tlte model is then 
tested for the years 1996 and 1997. Table 1 shows that using the suggested neuro-fuzzy 
approach resulted in a significant improvement in forecasting aCClIrJcy over traditional 
ARIMA( 1,1, I) model and the results obtained from the neural networks based forecaster 
reported in [9]. A graphical comparison between the proposed approach., ARIMA model 
and the actual data for the years 1996 and 1997 is depicted in Figs. 8 anel 9 respectively. 

The Mean Square Error (MSE), Absolute Relative Error (AR 
Square Error (RMSE) reported in Table 1 are defined as follows: 
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Conclusion 

A main concern in power distribution is the prediction of future electrical peak 
loads in order to plan the power generation optimally with minimum loss and cost. This 
paper introduces a neuro-fuzzy approach to predict peak loads for Riyadh city. Validity 
of this predictor is demonstrated by comparing the forecast obtained from this approach 
with corresponding ones produced by an established time series method, neural 
networks, and actual data. In such comparison, the prediction obtained by the proposed 
neuro-fuzzy methodology performs the best. 
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