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Abstract. Pyramid coding with absolute moment block truncation coding (PC-AMBTC) technique is
proposed for wireless image communication. The digital Buropean cordless telecominunications (DECT)
syslem is used as wireless communication environment. The impact of Channel fading on the PC-AMBTC
technique is investigated and its performance is compared with other algorithins. The image is decomposed
into two images (decimated image and the difference image). The AMBTC is used for the decimated image
and a modified geometric vector quantization (MGVQ) is used for the difference image. Since most of the
signal power and information is located in the low frequency band of the image, special attention is given to
this band to protect its information from Channel fading errors. Simulation results show that the proposed
technique is very robust 10 Channel fading errors. Itis found that the performance of PC-AMBTC algorithin is
better than the existing algorithms at the same bit rate.

Introduction

Image data compression is crucial for transmission of images over wireless Channels.
The wireless communication radio suffers from burst error in which a large number of
consccutive bits are lost or corrupted by the Channel fading effect [1-3]. Typically, the
bit error rate (BER) in wireless Channe! ranges from 107 to 10, which may not be
acceptable for transmitting compressed images, using traditional compression schemes
such as JPEG. The JPEG standard for lossy image compression using discrete cosine
transform (DCT) is not very flexible for progressive transmission of nmages [4-5].
Therefore, it is desirable to design arobust image coding techmque, which has a high
compression ratio and produces acceptable image quality over a fading Channel. The
advent of hierarchical Pyramid schemes for coding has enabled such transmission to be
achieved in a much more logical manner. Subband coding and Pyramid coding are the
two candidates for progressive transmission [6].
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Proposed algorithm

Recent works on digital image transmission over wireless Channels have
investigated image transmission in the IS-34 cnvironment and achieved compression
rates varying from 0.25 bit per pixel (bpp) to 0.35 bpp with image quality varying from a
very good coarser approximation (o a near original quality image [7]-[8]. In the DECT
environment two studies have been investigated with a transmission rate in the range of
0.73 bpp to 0.69 bpp [9]-[10] for the standard image 'Lena’. The proposed algorithm
scheme combines the high quality Pyramid decomposition technique with a very low
complexity encoder such as AMBTC and MGVQ algorithms, This hybrid image coding
approach helps in achieving lower bit rates while kecping good visual quality of the
reconstrucled image.

Pyramid coding (PC) has been found to be a useful tool in many image-processing
applications. Pyramid coding has less quantization noise than subband coding. It has
been shown that Pyramid coding with three layers has a lower reconstruction error power
spectrum  than subband coding with three stages [6]. The Pyramid coding structure
contains a4 lowpass FIR filter having a cutoff frequency n/4 that performs N levels
partitioning. A lowpass analysis filter ho(ny,n;) is used to filter the image and obtain
the baseband signal. Since most of the signal power and information is located in the low
frequency band of the image (decimated image), special attention should be given to this
band to protect its information from Channel fading errors.

In this paper, Pyramid coding (PC) with one-level for image decomposition will be
adapted, where the baseband (decimated image) is encoded by absolute moment block
truncation coding (AMBTC) and the high band is encoded by the modified geometric
veelor quantization (MGVYQ).

The paper is organized as follows. The digital European cordless
telccommunication (DECT) and its characteristic regarding the error Channel are
discussed in section 2. In scction 3, the PC-AMBTC algorithm is described. The
Moditied GVQ for the difference image is presented in section 4. The simulation results
arc given in section 5. The performance evaluation is given in section 6. Finally, the
conclusions and future research arc given in section 7.

Digital European Cordless Telecommunication

Cordless technology, in contrast to cellular radio such as global system for mobile
communications (GSM), digital European cordless telecommunication (DECT) is a Pan-
European standard developed by the European committee of posts and telegraphs. The
purposc of DECT is to provide Europe with an advanced cordless communication system
that will serve variety of needs at cnd of the twentieth century. While the range of target
applications is similar to that of second generation cordless telephone CT2, the initial
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deployment of DECT technology will be in a multicell business cnvironment, rather than
the single-cell telepoint of CT2. More than the other second generation system, DECT
technology will make it possible for users with wireless terminals (0 gain access to the
leatures of the emerging {ixed ISDN public newwork [11]-[12].

A. Characteristics of DECT

The Carriers are separated by 1.728 Mhz and carry 12 Channels in a TDMA
format. DECT employs time division duplex (TDD), so that the information moves in
both directions over the same carrier. As shown in Fig. 1, the frame duration is 10 ms,
with 5 ms for portable-to-fixed station transmission and 5 ms for fixed-to-portable.
The (ransmitter assembles information in signal bursts which it transmits in slots of
duration 5/12 = 0.417 ms with 480 bits per slot (including a 64-bit guard time). The
total bitrate is {.152 Mb/s, the highest by [ar of any of second generation system, each
slot contains 64 bits for system control (C-Channel) and 320 bits for user intormation
(I-Channel). Thus, the raw data for C-Channel is 6.4 Kb/s. The modulation technique
of DECT is Gaussian minimum shift keying (GMSK). The bandwidth efficiency is
0.67 b/s/Hz [7].

¢ 10ms »
Fixed to portable Portable to fixed
11213 10 | 11712)1 |21 3 100 11412
0417 ms
64
Per 1 syne Guard
amble Channel Channel
8 40 16
Header Data CRC

Fig. 1. The DECT characteristics.
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The DECT relies on error detection and retransmission for accurate delivery of
control information, and every 64 bits control word contains 16 parity check bits in
addition to the 48-bit payload. The maximum information throughput of the DECT
control Channel is 4.8 kb/s. With each control word contained in a signal frame, the
avcrage delay is 5 ms. Among the second generation system, the DECT control Channel

has the best throughput and delay performance [12]-[13]. The DECT design is more .- -

adaptable to advanced information services such as wireless Internet and vidcophone.
Also, the DECT system can be used for wireless Intranet inside a huilding or inside a big
establishment instcad of wire connection through the hard walls.

B. Channel error characteristics of the DECT system
To evaluate the Channcl crrors, three factors are considered:

I -The bit error rate (BER).
IT -The average burst error length (ABER).
ITT -The mean burst error (MBE) time.

In any wireless network, a commnon [eature is the fading effect. This fading effect is
due to multi-path propagation of the signal and can cause burst errors during
transmission. In the following subsections, BER and ABEL are calculated for the GMSK
modulation scheme, which is the modulation scheme used in the DECT system [9].

I. BER performance of DECT

The measured static BER perlormance in the non-fading environment can be
approximated [14] as:

E%erfc(\/_ ) )

where erlc (x) s the complementary error function given by
erfe(x) = %Jexp(—uz) du 2)
X X

« is a constant parameter and ¥ is the received Channel signal -to- noise ratio (SNR).

The relative bandwidth of the Gaussian filter (BT) in the DECT system is 0.5 (bT =
(0.5). Typically, o is in the range of 0.68 (for GMSK with bT = 0.25) and 0.85 (for
simple MSK (bT —e<)) [14].

In the practical V/UHF land mobile radic environment, signal transmission between a
fixed base station and a moving vehicle is usually performed via random multiple
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propagation routes. Consequently, fast and deep multi-path fading can generally be
treated by the well-known Rayleigh fading model [9].[14].

In particular, when a quasi-stationary slow Rayleigh fading model is assumed,
dynamic BER performance is given by

P, () = [P ()P(y)dy 3)
0

where T is the average Channel SNR and p(y) is the probability density {unction (pdf) of
y given by
P(Y) =%exp(‘%j )

by substitution of equation (4), the BER for DECT system using GMSK modulation is
given by:

pe(r)s% I- = (5)

However, the dynamic BER performance in the fast Rayleigh fading environment,
where the temporal variation effect of the fading be neglected, has not yet been
theoretically estimated because the tracking performance of the carrier recovery circuit in
such environment cannot be analyzed [9].

H. Average burst error length
The average value of burst error length (ABEL) is estimated as follows. For

simplicity it is assumed that the error rate property is approximated by rectangular
characteristics [15], that is

112 T
P)={ ¢ 5T ©

where T is the threshold level for detection.
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Then, the BER in the Rayleigh fading is given by:

r 2

. l_exp(;l)}
s 1 -v _ { r
P, = g 3F exp(——) dy= —— 2~ (N

From equation (3) and (7), the threshold T can bc calculated by setting
P, (T)=P,(T). Then, T is detecrmined as

200 T-1

T=-Tin (M)>>1 (8)

=1
T 20
2T

However, if T'is less than T, then the average fading duration is given as [15]:

S(T) = {exp(m/1) -1}

C)]
fy ‘(2nT)/T

where f; denotes the fading rate, therefore, the ABEL denoted by Ny [ 15] is deduced
o be

-1
NB =S(%U =|:20t rld TOJZTEITI( 1+1/( 20 T ))] (10)

where T, = 1/f, and f; is the transmission rate.

1II. Estimation of channel error

Given BER and ABEL, we can now estimate the mean time between burst errors
(MBE) which represents the reciprocal of the average frequency of the burst error. As
Channel SNR goes up, ABEL becomes smaller and MBE becomes longer. Table |
shows the Channel errors for several different Channel SNRs at the same bit rate. In
Table 1, the MBE is calculated as that given in [15].

_ ABEL
MBE = BER x1.152(Mbps) (1)
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From Table 1, itis seen that in the case of Channel SNR = 10 or 15 dB, the ABEL
cxceeds the size of the signal frame. Therefore, in these cases, some of the neighboring
frames are also corrupted. For simplicity, it is assumed that a whole frame is lost even
when a small portion of the frame is corrupted.

Table 1. Channel error estimation at 1.152 Mbps

Channel SNR (dB) ABEL BER MBE (Framses, 10ms)
o 249955 0.036 60.8
15 13891.8 0.011 106.8
20 7782.2 0.0036 189.2
25 43709 0.00113 336
30 2457 0.000357 597.2
35 1381 0.000113 1061.8
40 776.9 (3.57) 10° 1888.2
50 2457 357 10° 5970.8
PC-AMBTC Algorithm

The image is decomposed into a number of subbands using Pyramid Coding (PC). Each
of these subbands is called a level. Let xg(nj,n,y) denote the original image as shown in

Fig. 2. We will refer to x(,(nl,nz)as the base level image of the Pyramid. The

image at one level above the base is obtained by low-pass filtering xo(nl,nz)and
then subsampling (decimating) the result by 4:1. The result of the decimation

operation can be denoted by the image x,(nj.np), which is smaller in size than
xo(0),na) by a factor of sixteen due to the decimation operation. The image
X, (n,ny) is the first-level image of the Pyramid. The second level image, xz(nl,nz),

is obtained by lowpass filtering of the first-level image x (n;,n) and then decimating
the result by 4:1. This procedure can be repcated to generate a higher level image. To

encode the original image xo(nl,nz) , we encode X, (n;.n,) and the difference

between x (ny,n) and the prediction of x (ng,ny) from X (ny,n,}.

The image will be encoded using the algorithm shown in Fig. 2. The original
image xo(nl n,} is decomposed into two images X (nj,n,) and co(nl .5 ) using one

level Pyramid coding [16]. The decimated image x, (ny,n5) encoded by using absolute
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moment block truncation coding (AMBTC) with a block size of 4 x 4 pixels each [17].

Then, the encoded image X, (nl,nz) is synthesized to produce the image y, (n,n5)

with the same size as the original image x4 (n;,n; ). The difference image € (n;.n,)is

encoded by using the concept of geometric vector quantization (GVQ) proposed in [18].
However, the GVQ is modified for farther compression as will be discussed in the
following section.

Xi(m, )
Xo{,Tte) Ru(ns,ne)
ho{ryr) l‘“‘ AMBTC >
*§ yimn
yii,m
%54, g 4 |
eo{ny, o) Bo(ny )
MGVQ —————

fig. 2. The one-level encoder with AMBTC and MGVQ.

Modified GVQ for the Difference Image

The difference image co(nl,nz) contains the high frequency information (cdge
information) and the decoded error results from decoding the low frequency band
X, (ny,n,). Although this information is low in energy content, the difference image

(high frequency band) contains information that effects the visual quality of the encoded
image. Therefore, an efficient coding algorithm is desired. This algorithm should
preserve the edge geometrics and {oliow the energy variation of the local blocks. Those
blocks with high energy will be efficiently transmitted and those with low energy will be
transmitted with low bit rate. In this paper, the method of GVQ proposed by C. 1.
Podilchuke and N. S. Jayant in [18] is modified as follows:

t.  The block dimension is selected to be 8x8 or 4x4.

2. The threshold for edge detection is adaptive and depends on the amount of cnergy
in each block.
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3. Local adaptive vector quantization (LAVQ) as proposed in [19] is used for the high
and low mean transmission of GVQ.
4. The overall algorithm (MGVQ) is processed as shown in Fig. 3.

Block size
8x8
Find
Eng & Var
Eng <E, Assign 111
Block size
» 4x4
Find
Eng & Var

No
Assign
0
Yes
No
Assign
10

¢ Yes

Assign
110

Fig. 3. The modified GVQ.
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An 8x8 block is selected from the difference image first. Then, the energy and
variance of this block are calculated. As shown in Fig. 3, if the energy (Eng) is less than or
equal to the energy threshold (Ey), then, the variance will be compared with the energy and
if the difference is very less then send “"111™ followed by the mean of that block. For the
calculation of the high mean and low mean, the concept of GVQ is adapted. However, the
mean which represents more pixels of the block will be transmitted at rate of 8 bits. A high
compression is achieved since instead of transmitting 512 bits (8 bits for each of the 64
pixels) for this block, only 11 bits are transmited ( 8 bits for mean and 3 bit for over head).
If any of the conditions fails, then the method proposed in Fig. 3 is adapted.

The LAVQ codebook size 1s 127 codewords cach 2 pixels (high mean and low
mean). This VQ technique is used only when the overhead codeword is assigned 0.
The bit map in this case is sent as it is.

When the overhead codeword is “10”, the same concept that is adapted for the
codeword “111” is applied. However the compression achicved in this case is lower
since we transmit 10 bits (8 bits for mean and 2 for overhead) instead of 128 bits (8 bits
for cach ol the 16 pixels). If the overhead codeword is “11(¥*, the block of size 4x4 will
not be transmitted and at the receiver all the values of the 16 pixels will be assigned
zeros. This algorithm will give long runs of zeros, which make this algorithm suitable for
run length coding (RLC). Therefore, the adaptation of RLC could be investigated. The
visual quality is excellent at low bit rate.

The symbols used in Fig. 3 arc defined below:

Eng = Block energy

Var = Block variance

Es = Energy threshold

0 = Send the 4x4 block using GVQ

10 = Send the mean H,, or L, for 8x8 block
110 = No transmission

It

111 Send the mean ( H,, or L, ) for 4x4 block
H, = Highmean

L Low mean

= = Approximately equal

Simulation Results

In this paper, we will simulate our algorithm for two images. The “ksu-boy2” image
of dimension 256 x 256 with 8 bpp and the standard image called “l.ena” of 512 x 512
dimensicn with 8 bpp. Only the bit rate and SNR for Lena will be presented for the sake
of comparison with the existing algorithms. The visual quality of this image is found to
be acceptable. For the ksu-boy2 image, we will display the reconstructed images and test
their visual quality at different Channel SNR (dB).
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Figure 4 shows the original image for ksu-boy2. The image is first decomposed into
iwo images. Namely, the base-band (decimated image) and the high-band (difference
image). Fig. 5 shows the reconstructed image at the receiver without Channel error at rate
of 0.31 bpp and PSNR= 34.41 dB.

Fig. 4. The original (ksu-boy2) image. Fig. 5. The reconstructed (ksu-boy2) image
(without channel error) at rate of 0.31 bpp
and PSNR=34.41 4B.

We assume that a whole frame is lost even when a small portion of the frame is
corrupted. Fig. 6 shows the reconstructed images when one or three error frames accrued
in the encoded (decimated) image which has most of the information about the original
image, The simulation results for the peak signal -to- noise ratio (PSNR) and mean
square reconstructed error (MSE), with variation of frames in error hetween the
decimated and the difference images for the ksu-boy2 image are given in Tables 2 and 3;
respectively. From these Tables, it is secn that the encoded decimated image have large
effect on the valucs of PSNR since each bit of this band contains a significant amount of
inlormation about the original image. Therefore, this band will be protected from
Channel fading errors by using error correction code techniques. The increasing in the bit
rate as result of Channel coding is very small. While, the encoded difference image has
small effect on the overall reconstructed image.

(a) b
Fig. 6. Reconstrncted {(ksu-boy2) image with, (a) one errar frame; (b) three errors frame. (all errors
frame are in the encoded decimated image).
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To compare our algorithm with other existing algorithms, the standard image called
“Lena” is simulated for Channel SNR between 10 and 35 dB. Figure 7 shows plots of the
average peak SNR performances when fading errors occurred at different locations of
data stream. In this Figure, curve 1 denote the average PSNR versus Channel SNR for
the case when Channel fading occurs only in the encoded difference image. Curve 3
represents the average PSNR values when fading errors occur only in the encoded
decimated image. Curve 2 is the average plot denotes the average PSNR for the evenly
distributed fading errors over the entire data stream. From curve | of Fig.7, it is clear
that the errors in the encoded difference image have very little effect on the average
PSNR value. From curve 3 the errors in the encoded decimated image have large

cffect on the average PSNR value because it has most of the signal power of the
original image.

1 1
)
oS 36
~— ) -_'____--'
, _’___—-'

& 31 ——_ 4‘/
8 / 3 /
g ]
g’ / 1. Difference imagr
o 26 2. AVR PSNR  —1
<L ] / 3. Decimated image

21

10 15 20 25 30 35

Channel SNR {dB)

Fig. 7. Transmission performance for “Lena’” image using PC-AMBTC algorithm,

Table 2. The MSE and PSNR with variation frame errors for the "ksu-boy2' in the encoded decimated

image
No. of frames error for (x1) MSE PSNR (dB)
0 13.8 36,73
1 67.35 29 85
2 237.8 24.37

3 2757 23.72
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Table 3. The MSE and PSNR with variation frame errors for the "ksu-boy2" in the encoded difference

image
No. of frames error for (eq) MSE PSNR (dB)
0 13.8 36.73
1 5593 3193
2 218.3 30.4
3 247.2 29.88

Performance Evaluation

The proposed algorithm (PC-AMBTC) is simulated and compared with other
cxisting algorithms such as the subband multistage vector quantization (SB-MSVQ)
coding proposed by E.S. Jang and N.M. Nasrabadi in [9]. In that paper, they have
compared themselves with the standard algorithm JPEG and found that the (SB-MSVQ)
performed better than the baseline JPEG standard. They demonstrate that the “Lena”
image can be encoded at bit rate of 0.69 bit per pixel (bpp) at peak signal-to-noise ratio
(SNR) = 39.3 dB. The JPEG at the sume SNR will compress the image at rate of 0.57
bpp. However, the bit rate of the encoded image using JPEG (after packetization) will be
0.73 bpp. They lound out that the increase in the bit rate is due io the structure of the
JPEG data stream [9].

A. Comparison with SB-MSVQ and JPEG

To compare the performance of the proposed algorithm (PC-AMBTC) with SB-
MSVQ coding and baseline JPEG algorithms, we can do this by comparing the average
PSNR (curve 2 of Fig. 7) with the simulation results given in [9]. This comparison is
shown in Fig. 8. From this figure, it is found that the overall average peak SNR of PC-
AMBTYC is higher than the SB-MSVQ and baseline JPEG at the same bit rate.

1). Qualitative evaluation: The visual quality of the reconstructed image is
excellent in PC-AMBTC algorithm. Tt is almost indiscernible from the original
image in absence of fading.

2). Quantitative evaiuation: The performance of the proposed algorithm is
compared based on the signal to noisc ratio, bits per pixel requirements, and
computational complexity.

D PSNR and BPP Requirements: The improvement of the PSNR of the proposed
algorithm over the SB-MSVQ and IPEG algorithms is given in Table 4. The
improvement over SB-MSVQ) is increasing as the Channel SNR increased. However, the
PC-AMBTC technique gives an increase in the PSNR with an average of 2 dB over the
standard JPEG algorithm at any Channel SNR as shown in Table 4. Therefore, the
performance of PC-AMBTC algorithm is better than the existing algorithms at any
Channel SNR at the same bit rate (bpp).
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Iy Computational complexity: The proposed technique is lower in complexity than these
algorithms. The SB-MSVQ combines the subband coding technique with the multistage
vector quantization. This will make the encoder/decoder of high complexity. Also, the
JPEG used the discrete cosine transform concept which made the encoder/decoder of
high complexity. However, the PC-AMBTC is only one level Pyramid encoder that
decomposed the original image into two images. These images are encoded with the very
simple encoder techniques called AMBTC. For the decimated image the AMBTC is used
directly at 2 bpp. For the diffcrence image, the AMBTC is used in form of vector
guantization with a very simple design codebook as described in the previous section.
Overall, the PC-AMBTC compression algorithm is found to be of lower complexity than
the existing techniques,

Tablc 4. The PSNR (dB) improvement of PC-AMBTC over SB-MSVQ and JPEG algorithms for
different Channel SNR at the same (bpp)

Channel SNR (dR) 10 15 20 25 30 35
PSNR mnprovement over JPEG (dB) 2.82 1.90 1.30 1.50 2.20 2.50
PSNR improvement over SB-MSVQ 0 0.70 1.30 1.30 1.30 230
(dB)
37
E PCc-AMBTC
35 hY
oy SB-MsvQ /
x 33 L =l
= 4
w .
=
. ]
Y rd
©
N
©
@
<, ] /
29 N
1 JPEG
27
10 16 20 25 30 35

Channel SNR (dB)

Fig. 8. Perfermance comparison of PC-AMBTC algorithm with SB-MSVQ and baseline JPEG
algorithms for the standard "Lena' image.
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Conclusion

The proposed algorithm for image coding over a fading Channel gives an
acceplable image quality at very low bit rate. The performance of the PC-AMBTC is
comparcd with the performance of the SB-MSVQ and the baseline JPEG. Simulation
results show that the proposed PC-AMBTC is very robust to Channcl fading errors in a
DECT environment. The baseband (decimated image) contains the most important part
of the data stream. Therefore, this band has to be protected against the error caused by
fading Channels.

The PC-AMBCT technique is lower in complexity than SB-MSV(Q and the baseline
JPEG. Tt is considered to be of low complexily encoder/decoder. The GVQ is modified
for the difference image. Applying variable length code for the overhead and LAVQ
indices could reduce the bit rate for this band. Our current research regarding the
compression of the data is to design a lossless code for the overhead codeword and the
indices of the codebook.
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